INTERACTIONS BETWEEN MINERAL SURFACES AND DISSOLVED SPECIES: FROM MONOVALENT IONS TO COMPLEX ORGANIC MOLECULES
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ABSTRACT. In order to understand the interactions of inorganic and organic species from solution with mineral surfaces, and more specifically, with the growth and dissolution behavior of minerals, we start by reviewing the most basic level of interaction. This is the influence of single monovalent ions on the growth and dissolution rate of minerals consisting of divalent ions. Monovalent ions as background electrolyte can change the morphology of growth features such as growth islands and spirals. These morphology changes can be similar to the ones caused by organic molecules and are, therefore, easily mixed up. Both Na\(^+\) and Cl\(^-\) promote growth and dissolution of some divalent crystals such as barite and celestite. In addition, morphology changes and the stability of polar steps on sulfates are explained using atomistic principles.

Subsequently, we will increase the level of complexity by investigating the interaction between organic molecules and mineral surfaces. As an example, we describe the influence of different organic growth inhibitors on the growth velocity of barite and use molecular simulations to identify where these organic molecules attack the surface to inhibit growth.

Nature provides a number of complex organic molecules, so-called siderophores that are secreted by plants to selectively extract Fe ions from the surrounding soil. The molecular simulations on siderophores are complemented by atomic force-distance measurements to mimic the interaction of these molecules with Fe and Al oxide surfaces. The combination of simulations and force-distance measurements allows us to evaluate initial complexation on metal oxide surfaces (which is different from metal complexation in solution), steric hindrances, the possibility to remove metal ions from oxide surfaces, and selectivity for removal of Fe\(^{3+}\) over Al\(^{3+}\).

Finally, we describe first attempts to find polypeptide sequences that may be used as precursors for biomineralization of calcite surfaces.

SELECTIVE ATTACHMENT OF MONOVALENT IONS TO POLAR STEPS ON SULFATES

Barite (BaSO\(_4\)) scale formation can be a problem by clogging pipes in technical applications and barite can also occur as a biomineral, mainly for use as a gravitational receptor, for example, in Loxedes (Mann, 2001). The scale-forming properties of barite are due to its relatively low solubility product (log \(K_{sp}\) \(= -9.96\) at 20°C, Blount, 1977) compared to other typical scale minerals such as calcite (log \(K_{sp}\) \(= -8.48\) at 25°C, Busenberg and others, 1984) and celestite (log \(K_{sp}\) \(= -6.62\), Reardon and Armstrong, 1987).

Two primary strategies can be pursued to solve the scale problem: (i) Crystal growth inhibitors are used to prevent scale precipitation. The attachment of these organic molecules to active growth sites disrupts the nucleation process and hinders the continuation of growth (Bosbach and others, 2002). (ii) Complexing agents are
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applied to dissolve barite precipitates. The latter has the disadvantage that large amounts of chelators are necessary because one chelator molecule is consumed for each dissolved cation (Coveney and others, 2000).

In order to understand barite scale formation and to improve scale treatment technologies, a sound understanding of the complex precipitation and dissolution processes is required. Although much work has been dedicated to study these processes from a macroscopic point of view (Dove and Czank, 1995), microscopic mechanisms such as two-dimensional nucleation, spiral growth, and etch pit formation have to be studied at a molecular level. Atomic Force Microscopy (AFM) can be used to characterize individual growth and dissolution mechanisms \emph{in situ}. Details on barite growth and dissolution have been reported in numerous AFM studies (Archibald and others, 1997; Pina and others, 1998a, 1998b; Bosbach, 2002). Special attention has been paid to the effect of organic growth inhibitors (van der Leeden and others, 1995; Bosbach and others, 1998), organic chelators (Putnis and others, 1995), pH (Dunn and Yen, 1999), and temperature (Monnin and Galinier, 1988; Higgins and others, 1998). However, the influence of the ionic strength, specifically the role of monovalent cations temporarily attaching to surface steps, on the barite scale formation has been neglected in microscopic studies. However, the role of background electrolytes can be important because in offshore exploration, the injected seawater has high ionic strength ($I > 0.7$). Only one study involving calcite has attempted this: Shiraki and others (2000) have determined the dissolution kinetics in 0.1 M NaCl solution in AFM experiments. Macroscopic experiments indicate that barite precipitation (He and others, 1995) and dissolution kinetics are affected by the presence of background electrolytes (Christy and Putnis, 1993). Here, we review AFM observations on the influence of ionic strength on growth and dissolution of barite with some comparative experiments with celestite (Becker and others, 2002). Furthermore, certain microtopographic features such as the morphology of etch pits and molecular islands can be clearly associated with the presence of specific background electrolytes. In highly saline solutions, we obtain very similar etch pit morphologies to those which have previously been attributed to specific interactions between organic molecules and certain sites on a mineral surface (Wang and others, 1999a, 1999b, 2000). In other words, it is crucial to understand possible interactions of single-atom ions with mineral surfaces, in particular their influence on growth rates and morphologies, before more complex organic-mineral interactions such as biomineralization are considered.

In recent years, an increasing number of molecular simulation studies were performed on the influence of foreign cations and inhibitor molecules on the growth and dissolution of mineral surfaces, particularly on carbonate (Parker and others, 1993; Nygren and others, 1998; de Leeuw and others, 1999; Gerbaud and others, 2000; Cooper and de Leeuw, 2002; de Leeuw and Cooper, 2004) and sulfate surfaces (Allan and others, 1993; Rohl and others, 1996; de Leeuw and Parker, 1997; Redfern and Parker, 1998; Risthaus and others, 2001; Becker and others, 2002). It was shown that a precise description of hydration energies in solution and at the surface is crucial for the analysis of the subtle but significant differences of the adsorption thermodynamics of different ions on specific surface sites (Sayle and others, 2000). The net adsorption energy to a specific surface site can be described in the following way (eq 1):

$$E(\text{ads. in water}) = E(\text{ads. in vacuo}) - X \times E(\text{hydr. in bulk water})$$  \hspace{1cm} (1)

where $E(\text{ads. in water})$ is the net adsorption energy in water, $E(\text{ads. in vacuo})$ is the adsorption energy in vacuum, $E(\text{hydr. in bulk water})$ is the hydration energy in bulk water (which tends to prevent adsorption), and $X$ (with $0 < X < 1$) accounts for the fact that the adsorbed species is still partially hydrated when adsorbed. We calculated the factor $X$ from molecular dynamics simulations by using a setup with the adsorbate on the
surface and four layers of water covering the surface. Each of these relatively large energy contributions needs to be evaluated precisely to obtain a sensible value for the relatively small net adsorption energy that remains. It can be a formidable task to derive all these energy contributions for all relevant surface sites. This is because the energy contributions depend on type of mineral, its face exposed, and whether the adsorption site is on a terrace, a step, or a kink. In addition, adsorption energies in vacuo and hydration depend on the adsorbate. However, this knowledge will be necessary to predict thermodynamic equilibria of the adsorption of different cations and to judge if growth inhibitor molecules will be overgrown or redissolved (Nygren and others, 1998). We used a combination of AFM results from experiments in a fluid cell and molecular simulations to identify the rate-limiting steps for growth and dissolution of barite under different solution conditions. Subsequently, it is possible to describe the role of adsorption in a hydrous environment to explain the mechanisms and reaction pathways of crystal growth and dissolution depending on the composition of a solution in contact with a specific mineral surface.

**Experimental and Theoretical Methods to Determine the Adsorption of Monovalent Ions on Barite Steps**

The experimental and theoretical methods used here are described in more detail elsewhere (Pina and others, 1998a, 1998b, 2004; Risthaus and others, 2001; Becker and others, 2002). In brief, crystal growth and dissolution was measured as step advancement and retreat velocities in AFM fluid cell experiments on (001) barite and (001) celestite surfaces as a function of different supersaturation values $S$ (with $S = \text{IAP}/K_{sp}$, IAP is the ion activity product in solution $= a_{\text{cation}} \times a_{\text{sulfate}}$) and background electrolyte concentrations.

Calculations of sulfate surfaces and on the interaction between background electrolyte ions and specific sulfate surface features were performed using empirical potential force field models based on the sulfate potentials developed by Allan and others (1993). For all computations of step energies and adsorption energies, we applied two-dimensional periodic boundary conditions parallel to the surface. For computations involving surface relaxation, the uppermost two molecular layers (out of four) were allowed to relax. This thickness is sufficient because relaxation does not progress far into the bulk of what we tested using thickness-dependent surface relaxation calculations.

We define step energies as the energies that a surface step is energetically less favorable (per unit length of step; see also Becker and Gasharova, 2001) than the same number of atoms on a flat terrace. Step energies are calculated by comparing a relaxed step structure with a relaxed flat surface ("relaxed" case) or an unrelaxed step with a bulk terminated surface ("unrelaxed" case).

Bulk hydration energies of ions dissolved in solution were taken from experimental values from Rashin and Honig (1985) and references therein. Partial hydration energies of adsorbed surface species were calculated by performing molecular dynamics simulations with four water layers on the surface with and without the adsorbed species (see also Becker and others, 1998). Water potentials were tested to be in good agreement (less than 5% error) with the experimental hydration energies described in Rashin and Honig (1985) by applying the droplet method.

**AFM Results of Monolayer Step Growth in the Presence of Background Electrolytes**

The most dominant growth mechanism on barite and celestite surfaces is the attachment of ions from solution onto kink sites leading to the advancement of molecular steps. The growth kinetics of such steps was studied at various background electrolyte concentrations. However, in order to study this effect quantitatively, step growth rates were measured on barite (001) surfaces at constant supersaturation with
increasing ionic strength. Due to the decrease of the mean activity coefficients of aqueous Ba\(^{2+}\) and SO\(_4^{2-}\), the concentration of Ba\(^{2+}\) and SO\(_4^{2-}\) in solution had to be increased with increasing salinity in order to obtain constant IAPs for barite and celestite, respectively. In addition, the formation of NaSO\(_4^-\) and BaSO\(_4\) species in solution further reduces the free SO\(_4^{2-}\) activity. Consequently, Ba\(^{2+}\) and SO\(_4^{2-}\) concentrations have to be increased non-stoichiometrically with increasing NaCl background electrolyte concentration.

After injecting a moderately supersaturated BaSO\(_4\) solution (\(S = 19.6\)) with low background electrolyte concentration (ionic strength \(= 0.003\)) into the AFM fluid cell, two-dimensional islands with a height of one molecular BaSO\(_4\) layer form on a barite (001) surface as shown in figure 1A. Their lateral spreading results in a distinct circular sector-shaped morphology, which reflects the relative growth rates in different crystallographic directions. The morphology is controlled by straight step edges parallel to \([120]\) and \([12\bar{0}\) (since both are symmetry equivalent, they are often referred to as \(\tau\)) and a curved step edge between them. The orientation of these islands alternates in consecutive molecular layers due to the 2\(_1\) screw axis parallel to [001]. Step edges parallel to \(\tau\) form relatively stable periodic bond chains with a low kink site density. In contrast, the curved step edges that advance in the fast growth direction have a high kink site density. Therefore, the curved step edges are the most reactive parts of the barite (001) surface where step growth preferentially occurs. The growth velocity of these islands is highly anisotropic. Growth normal to the curved step edges is approximately 10 times faster than growth normal to the straight edges.

Figures 1A, B, and figure 2 indicate that the monolayer step velocity increases with increasing NaCl concentration at constant supersaturation. However, monolayer step growth is not increased by the same factor for all crystallographic directions. Therefore, the island morphology and aspect ratio change depending on the Na\(^+\) and Cl\(^-\) concentration. Molecular islands are more elongated in the [010] direction and the angle between the straight edges (originally \([120]\) and \([12\bar{0}\), fig. 1B) of the sector-shaped islands becomes more obtuse.

The formation of growth spirals is also affected by the relative changes in monolayer step edge reactivity with increasing concentration of monovalent ions in solution. The contribution of spiral growth on the barite (001) surface to the overall volume growth is limited by the advancement of the slowest step because spirals are bounded by these steps (Pina and others, 1998a). On barite (001) surfaces, these bounding steps are parallel to \(\tau\) at low ionic strength (fig. 1C). This leads to spiral growth hillocks with relatively little lateral growth compared to two-dimensional islands. Also in the case of spiral growth, growth rates in different crystallographic directions change with increasing NaCl concentration resulting in more elongated growth spirals (fig. 1D).

Similar observations have been obtained on the (001) surface of isostructural celestite (Risthaus and others, 2001; Becker and others, 2002).

**Dissolution: etch pit formation and monolayer step retreat.**—Similar solvent effects on monolayer step reactivity can also be obtained from in situ dissolution experiments. After exposing a freshly cleaved barite (001) surface to deionized water, relatively few etch pits form (up to 0.1 – 0.2 pits/\(\mu\)m\(^2\) in 15 min., fig. 1E). Typically, the etch pit morphology is defined by monolayer step edges parallel to \(\tau\) and to [010]. In consecutive molecular layers, they have opposite orientations, due to the 2\(_1\) screw axis normal to the (001) surface. During etch pit formation, dissolution occurs via the retreat of monolayer steps. The lateral spreading rate of etch pits in pure deionized water is 0.08 ± 0.02 nm/s parallel to [010] and 0.03 ± 0.01 nm/s parallel to [100]. In high ionic strength solution (up to 1.0 M NaCl), the step reactivity and the etch pit morphology changes. The lateral spreading rate increases to 1.27 ± 0.03 nm/s parallel...
Fig. 1. (A) Two-dimensional nuclei are formed on the (001) surface in a supersaturated pure BaSO$_4$ solution. Note the opposite orientation of the sector-shaped islands in consecutive layers. (B) For the same supersaturation, the islands become more elongated with increasing NaCl content (increasing ionic strength, 0.75 here). (C) Due to the growth anisotropy in consecutive BaSO$_4$ layers, the shape and the lateral spreading of the growth spiral is controlled by the slowest growing molecular step. (D) The change in step velocities in different crystallographic directions is also reflected by a different morphology of growth spirals. (E) AFM image of dissolution of a barite (001) surface in pure water. Triangular etch pits with a depth of half a unit cell (one monolayer) are formed on the surface. The step edges are parallel to [010], [120], and [120]. Due to the 2 screw axis, triangular etch pits in consecutive atomic layers have opposite orientations. (F) In a 1.0 M NaCl solution, the etch pits become elongated with curved step edges more or less parallel to [010] (modified from Becker and others, 2002).
to [010] and 0.31 ± 0.03 nm/s parallel to [100]. Consequently, the etch pits are more elongated parallel to [010] and bounded by curved monolayer steps (fig. 1F). Also, the initial number of etch pits is 1.4 – 2.2 pits/μm² after 5 min., about an order of magnitude higher than in pure water.

Computational Description of Interactions between Monovalent Ions in Solution and Divalent Mineral Surfaces

In order to interpret the influence of Na⁺ and Cl⁻ in solution on the morphologies and rates of growth and dissolution of sulfate surfaces, one has to analyze the changes in the bulk solution, in the near surface region, and direct interactions between the background electrolyte ions and the surface. Most insight can be gained from molecular simulations to resolve the mechanisms of the latter processes.

Dissolution.— When we try to develop a picture of these etch pits from a molecular point of view of a pure BaSO₄ (001) surface, we obtain an etch pit as shown in figure 3. Figure 3 shows an etch pit that is bounded by step directions as in the experimental AFM image shown in figure 1E. The τ step directions are bounded by periodic bond chains (alternating Ba²⁺ and SO₄²⁻ ions) with no dipole moment perpendicular to the step, both first indications for a relative stable step (step energy 0.31 eV/Å). In contrast, the third step direction would be either bounded by SO₄²⁻ or Ba²⁺ ions, resulting in a dipole moment perpendicular to the step and an unfavorable step energy (1.33 eV/Å). In addition to the difference in step energies, a polar step is more likely to be attacked by water molecules from solution due to its local charge. One way to solve the problem of a local dipole moment is to “construct” a jagged edge that would represent an etch pit as in figure 4. Figure 4 can be understood as if half of the ions along the previously polar step are removed, which removes the dipole moment perpendicular to the step. Therefore, the step energy (in vacuum) decreases to 0.63 eV/Å in the unrelaxed case and 0.50 eV/Å for the case where the step atoms are allowed to relax. If we stay in our framework of an etch pit that would just consist of a BaSO₄ surface, such a step has a high density of kink sites (1.8 kink sites/nm) which makes it more likely for hydration and, thus, for dissolution to occur (fig. 4).
The next question is how the situation changes once the solution in contact with the etch pit contains monovalent background electrolyte ions such as Na$^{+}$/H$_{2}$O$^{+}$ and Cl$^{-}$ ions. The case for an idealized and temporary (see below) Na$^{+}$/H$_{2}$O$^{+}$ termination is shown in figure 5. Each Ba$^{2+}$/H$_{2}$O$^{+}$ is replaced by two Na$^{+}$/H$_{2}$O$^{+}$ ions and the result is a dipole-free and kink-free step. Interestingly, this step is less stable in vacuum (by 0.24 eV/Å) due to the Na-Na repulsion and the stronger affinity of Ba$^{2+}$/H$_{2}$O$^{+}$ for SO$_{4}^{2-}$ than of Na$^{+}$/H$_{2}$O$^{+}$. However, since the twofold charge causes the hydration energy of Ba$^{2+}$/H$_{2}$O$^{+}$ in solution to be on the order of three times higher than the one of Na$^{+}$/H$_{2}$O$^{+}$ (13.64 eV vs. 4.27 eV, Rashin and Honig, 1985), the loss in hydration energy is more than compensated and the net gain is 0.17 eV/Å. Thus, the final step energy of 0.33 eV/Å is on the order of the step energy of the τ steps (0.31 eV/Å). The energy budget of adsorption of Na$^{+}$/H$_{2}$O$^{+}$ or Cl$^{-}$/H$_{2}$O$^{+}$ to the PBC-like τ step is much less favorable, such that we can conclude that adsorption of monovalent background ions takes place predominantly on steps that would be polar without the background electrolytes (fig. 5). Thus, the increased relative stability of steps parallel [010] with respect to τ is due to the formation of PBC-like -Na-SO$_{4}$-Na-SO$_{4}$- or -Cl-Ba-Cl-Ba- chains along the step, which are less polar (and hence more stable) than terraces bounded by either SO$_{4}^{2-}$/Ba$^{2+}$ or SO$_{4}^{2-}$/Ba$^{2+}$. It has to be noted that the described adsorption pattern is not a static termination of the step but rather a temporary picture. The decoration of a polar step with Na$^{+}$/H$_{2}$O$^{+}$ will always be incomplete.
such that dissolution progresses for undersaturated BaSO₄ solutions concurrent with the formation of thermodynamic equilibrium conditions between Na⁺/H₂O and Ba²⁺/H₂O on step sites or between Cl⁻ and SO₄²⁻. In addition, even though the adsorption of Na⁺/H₂O (Cl⁻) to polar steps is more favorable than the adsorption of Ba²⁺/H₂O (SO₄²⁻), the divalent ions are energetically downhill on lattice sites of flat terraces or in the bulk.

The mechanism of decorating polar steps with background electrolyte ions is an explanation for the different morphologies of etch pits in solutions with and without background electrolytes. The next question to be answered is: What is the influence of background ions on the dissolution rate of sulfate surfaces. We start our considerations with an “etch pit nucleus” that is bounded by steps that are parallel to PBCs (fig. 6A). In distilled water, the first ion to be dissolved would be most likely a Ba²⁺/H₂O ion (fig. 6B) because the binding energies of Ba²⁺/H₂O and SO₄²⁻ to the lattice are comparable but the hydration energy of Ba²⁺/H₂O in water (13.64 eV) is significantly higher than the one for SO₄²⁻ (9.73 eV, Becker and others, 2002). This process leaves behind a double kink site with a local formal charge of −2. This intermediate state is energetically uphill and, therefore, the rate-limiting factor for the initiation of further dissolution. The solvation of the cation is followed by the dissolution of a neighboring sulfate ion which is a fast step compared to the initial dissolution (fig. 6C). In solutions with high concentrations of monovalent ions, the unfavorable state in figure 6B is avoided by substituting the Ba²⁺ ion by a Na⁺ ion, leaving no kink and a local formal charge of just −1 (fig. 6D). Consecutively, a sulfate ion can be replaced by a chloride ion (fig. 6E) and the result is a neutral substitution with relatively low activation energies of any of the

![Fig. 4. By removing every other SO₄²⁻ (or Ba²⁺) ion from such a polar step, the dipole moment perpendicular to the step vanishes, and the step energy is reduced (from 1.33 eV/Å for the polar case) to 0.63 eV/Å in the unrelaxed case and 0.50 eV/Å in the relaxed case. However, this setup creates a large number of kink sites along the [010] step direction which makes this step still significantly less favorable than steps || τ (step energy 0.31 eV/Å) in pure water. Therefore, these steps are less stable in solutions with low ionic strength (modified from Becker and others, 2002).](image-url)
intermediate dissolution steps. This process contributes to the increased dissolution rates in solutions with a high ionic strength, in addition to the lowered interfacial free energy (strictly speaking, this mechanism also contributes to the interfacial free energy) in the near surface region and the reduced activity coefficient in the bulk solution. This theoretical consideration of the temporary substitution of a divalent ion from the structure by a monovalent ion from solution suggests that growth and dissolution rates are strongly influenced by the valency of the background electrolyte ions. Furthermore, the identity of the background electrolyte ions can control the “bottlenecks” of growth and dissolution by lowering the ion exchange energy (for example, $\text{Ba}^{2+} \leftrightarrow \text{Na}^+$, $\text{SO}_4^{2-} \leftrightarrow \text{Cl}^-$). Further experimental studies will have to verify these findings.

Growth.—When describing the important features of crystal growth, the key issue is to find the rate-limiting steps, that is the “bottle necks” through which crystal growth has to go before more favorable adsorption events can follow. Once this rate-limiting factor is found the next step is to find the most energetically favorable reaction path. During crystal growth of barite, sector-shaped islands are formed with very anisotropic

![Image of a molecular structure with Na⁺ and Cl⁻ ions](image.png)

Fig. 5. More favorable is a step termination with a row of Na⁺ ions occupying every lattice site along the step compared to Ba²⁺ occupying every other site. The energy budget of such a theoretical substitution is derived in the text. Similarly, one molecular row further down in the [100] direction, there would be a -Cl-Ba-Cl-Ba-Cl-chain. With this setup, all three steps have comparable step energies, which nicely explains the shape of triangular etch pits found in the experimental images (modified from Becker and others, 2002).
growth velocities (fig. 7A). By combining the findings from AFM experiments and molecular simulations, it was found that the rate-limiting step was the creation of a new growth row (fig. 7B). These rows then continue growing towards point C and result in an average fast growth vector. Since adsorption of ions from solution to positions on the other side of the PBCs is less favorable, growth in the opposite direction is much slower.

Now, we have to answer the question if monovalent ions from solution can lower the energy to create a new growth row. Apart from changes in the diffusion layer, the task is to compare the energetics of this first adsorption event. Let us first consider the adsorption of a Ba\(^{2+}\) cation to a potential starting island as shown in figure 8A. The gain in adsorption energy in vacuum to this specific site is 10.81 eV (for better graphical representation, fig. 8 shows the unrelaxed positions of the atoms in the island and the relaxed positions of the adsorbed Ba\(^{2+}\) and Na\(^+\) ions). Because the newly adsorbed Ba\(^{2+}\) ion is still partly hydrated (we have calculated the remaining hydration energy on this particular site to be close to 20% of the hydration energy in bulk water) the loss in hydration energy is 80 percent of the hydration energy of the dissolved species. Thus, the total adsorption energy in water is \(-10.81\ eV - (0.8 \times 13.64\ eV) = -0.10\) eV. Note that these calculations have an error of at least \pm 0.1\) to \pm 0.2\) eV.

Therefore, in this case, one cannot be sure if this adsorption step is exothermic or endothermic. The respective calculation for the Na\(^+\) adsorption energy is \(-4.94\ eV - (0.8 \times 4.27\ eV) = -1.52\) eV. Thus the weaker adsorption of Na\(^+\) in vacuum is more than compensated by the much smaller loss in hydration energy. This is mainly caused by the fact that adsorption is roughly proportional to the charge of the ion but hydration
approximately proportional to the square of the charge (for equal ionic radii). Thus, we can conclude that Na$^+$ ions in solution can create a new row by adsorbing a “trial ion” to the preexisting island. Even though the adsorption of the next sulfate ion in such a row is less favorable in the Na$^+$ case than for the Ba$^{2+}$ case, in both cases, the continuation of growth is energetically downhill and thus no growth-limiting factor. It is interesting to note that the continuous growth is in favor of Ba$^{2+}$ incorporation rather than Na$^+$ incorporation and also, the substitution of the “trial adsorption site” with Na$^+$ by Ba$^{2+}$ is energetically downhill. This can be explained in the following way: adsorption in vacuum is stronger than the first adsorption to the preexisting island for both cases Na$^+$ (-8.39 eV) and Ba$^{2+}$ (-16.83 eV) because an additional bond is formed to the neighboring sulfate ion. The gain in hydration energy during dissolution is also greater because at such a corner site, the respective ion is less exposed to the solution such that only about 15 percent of the bulk water hydration is left. Therefore, we can calculate the energy balance for the substitution of Na$^+$ by Ba$^{2+}$ in figure 8C, D to be:

$$\Delta E_{\text{subs}} = \left[ -8.39_{\text{Na,ads}} + 0.85 \times 4.27_{\text{Na,hyd}} \right] \text{eV}$$

$$+ \left[ -16.83_{\text{Ba,ads}} + 0.85 \times 13.64_{\text{Ba,hyd}} \right] \text{eV} = -0.48 \text{ eV}$$

Therefore, Na$^+$ serves the purpose of creating a temporary adsorption site that helps to form a new step and is later substituted. This process could be described as a healing effect of the crystal during continuous growth. This finding agrees with the fact that a Na$^+$ ion does not fit well into the barite structure, for reasons of both size and charge neutrality. Bulk crystallographic results indicate that Na$^+$ or Cl$^-$ ions will finally be substituted by Ba$^{2+}$ or SO$_4^{2-}$ to complete the barite structure, although Na$^+$ or Cl ions in growing rows serve to create the initial kink site.

In addition to the atomic-scale description of changes in step energies and the energies of rate-controlling sites, background electrolytes influence the thermodynamic properties of the bulk solution and of the near-surface region at the mineral-water interface. These changes and their influence on growth and dissolution rates are described in Risthaus and others (2001) and Becker and others (2002).
the interaction of organic growth inhibitors with mineral surfaces

For the interaction of organic molecules with sulfate surfaces, we can use a similar methodology as derived for the adsorption of monovalent inorganic ions. It is important to understand the influence of organic molecules on sulfate growth because certain organic molecules, such as phosphonic and carboxylic acids, have the ability to retard or totally inhibit crystal growth from solution. In order to understand, predict, and control crystal growth, knowledge of the molecular mechanisms that govern the inhibitor–crystal interaction is necessary. Considerable research has focused on designing additive molecules that modify crystal growth in a predictable way (Li and Mann, 2000; Qi and others, 2000). It was found that at least two phosphonate groups are required to inhibit barite growth (with a three-atom chain between the phosphonate groups, Black and others, 1991). Different phosphonate inhibitors have been designed and shown to be effective (Davey and others, 1991; Rohl and others, 1996; Coveney

Fig. 8. (A) In pure BaSO₄, the rate-limiting step is the initial formation of a new growth row because the attachment of Ba²⁺ is slightly endothermic (see text for calculation of attachment energy). (B) The formation of a temporary kink site by a Na⁺ ion is energetically more favorable. After the continuous growth of a BaSO₄ row (C), energy can be gained by substituting the first Na⁺ ion in the row by a Ba²⁺ ion (D) (modified from Becker and others, 2002).
Jones and others (1991, 1998, 2000; Jones and others, 2001, 2002) substituted carboxylic groups for phosphonate groups in order to minimize structural changes in the molecules and compared inhibition efficiency with decreasing numbers of phosphonate groups. In addition to designing more effective inhibitor molecules for industrial applications, studying the effect of organic molecules on crystal growth is a first step toward understanding biomineralization.

Traditionally, the adsorption of molecules to mineral surfaces has been indirectly investigated from bulk experiments. Measurements of crystallization rates in the presence of inhibitors have been attributed to the adsorption of molecules to active growth sites on surfaces (Cabrera and Vermilyea, 1958; Sangwal, 1998). Thus, by experimental determination of adsorption isotherms, it is possible to interpret crystal growth behavior in the presence of a wide variety of inorganic and organic additives. The in situ observation of surfaces during growth using AFM in combination with molecular simulations helps us to understand the effect of inhibitors on the thermodynamics and kinetics of crystal growth at the molecular scale (Bosbach and others, 1996, 2002). Here, we describe the inhibiting effect of five polyphosphonic acids, hydroxyethylene diphosphonic acid (HEDP), nitro trimethyl phosphonic acid (NTMP), methylene diphosphonic acid (MDP), amino methylene phosphonic acid (AMP), and sodium phosphonobutane tricarboxylic acid (PBTC, fig. 9).

After the (i) qualitative description of the microtopography of growing surfaces in the presence of the inhibitors (changes in the shape of both growth steps and two-dimensional nuclei, nucleation density, et cetera); (ii) the dependence of growth rates of monomolecular steps on inhibitor concentration and adsorption isotherms was analyzed, which allows us to quantitatively compare the effectiveness of the inhibitors. Next, (iii) the molecular modeling and energy calculations of the interac-

![Fig. 9. Schematic representation of the five phosphonates used in this work as inhibitors of the growth of the barite(0 0 1) face (modified from Pina and others, 2004).]
tion of the five phosphonic acids with the barite (001) face were used to study the role of different surface sites as potential adsorption sites.

Finally, in order to obtain a general view of the adsorption process and its inhibiting effectiveness, the microtopographic observations and the quantitative information provided by both adsorption isotherms and growth rates of monomolecular steps are discussed, together with molecular modeling of the inhibitor-crystal interface.

First we follow the same approach as described for the adsorption of monovalent ions to polar steps. For the interaction between HEDP and the barite surface, we derived empirical potentials from quantum mechanical calculations using molecular fragments (fig. 10) and the program Gaussian (Frisch and others, 1998) as described in Becker and others (2002). One can compare the adsorption of one SO$_4^{2-}$ or two Cl$^-$ ions with the adsorption of H$_2$HEDP$^{2-}$ to the same steps. A sulfate ion in the “jagged step” picture (analogous to fig. 4 but with sulfate bounding) can either be replaced by two chloride ions or one H$_2$HEDP$^{2-}$ ion. Where substitution of SO$_4^{2-}$ is still a competitive process, the adsorption of H$_2$HEDP$^{2-}$ to either [100] or [010] steps or the adsorption to kink sites on $\gamma$ steps is much stronger and thus irreversible. This explains why sites in the experimental images with H$_2$HEDP$^{2-}$ bonded to them are pinned during step advancement (Sangwal, 1998) and no dynamic exchange can take place.

Fig. 10. H$_2$HEDP-fragments used in quantum mechanical calculations (GAUSSIAN98) to derive force field potentials (modified from Becker and others, 2002).
that leads to the formation of straight, crystallographically oriented steps. Even though concentrations that are typically used for growth inhibitors such as HEDP are in the μmol range and, thus, adsorption occurs in form of single diphosphonate ions adsorbed to steps, the co-adsorption of H$_2$-HEDP$^{2-}$ to neighboring sites stabilizes such an adsorption site even more due to the formation of hydrogen bonds between neighboring diphosphonate ions.

Figure 11 shows the most likely structure of HEDP adsorption. One of the phosphonate groups binds to the Ba$^{2+}$ ions at a kink site and inhibits the continuous growth of that particular BaSO$_4$ growth row. Since the binding energy of the H$_2$-HEDP$^{2-}$ to this kink site is much stronger than the binding energy of a sulfate ion to this site, growth is permanently inhibited. The only possibility to continue growth would be that the H$_2$-HEDP$^{2-}$ gets overgrown.

Details on the experimental approach to derive adsorption isotherms from AFM experiments can be found in Pina and others (2004). In brief, barite (001) surfaces were exposed to aqueous solutions with a concentration of 40 μmol/l BaSO$_4$, which were injected into the fluid cell. This concentration is high enough to promote moderate two-dimensional nucleation (Bosbach and others, 1998). Once the nuclei grew to ~100 nm along the [100] direction, solutions with the same BaSO$_4$ concentration but containing a range of concentrations (0.5 – 60 μmol/l) of HEDP, NTMP, MDP, AMP and PBTC were passed over the crystal surfaces and the growth rates of monomolecular steps on barite (001) faces in the presence of inhibitor were measured.
Molecular simulations of in-vacuo adsorption energies were performed on a barite (001) cluster containing 2484 atoms, that is, 414 BaSO₄ formula units (details can also be found in Pina and others, 2004). The cluster was bounded by periodic bond chains ((120) direction and its symmetry equivalents) such that there was no dipole moment perpendicular to the surface and none parallel to the edges of the cluster. This is important in order to avoid surface instabilities and to avoid long-range interactions between the cluster and the adsorbate that are caused by the cluster construction rather than the interaction of the growth inhibitor molecule with a specific surface site. For the calculation of in-vacuo adsorption energies, we used the species AMP⁻¹, AMP₂⁻, MDP⁵⁻, HEDP₂⁻, NTMP₂⁻, NTMP₄⁻, PBTC₂⁻, and PBTC₄⁻; the change in hydration energies from the dissolved state to the adsorbed one was calculated subsequently. Molecular mechanics and molecular dynamics calculations with subsequent energy optimizations were used to find absolute absorption minima for each surface site. All calculations were performed using empirical force fields, derived by Allan and others (1993) for interactions within the barite crystal, so-called Universal Force Fields by Rappe and others (1992) for interactions within the inhibitor molecules, and by Becker and others (2002) for interactions between the phosphonates and the crystal surface.

The presence of inhibitor in solution reduces the growth rates and, especially in the case of HEDP and AMP, changes the morphology of the islands. In order to quantify the inhibiting effect of the HEDP, NTMP, MDP, AMP and PBTC molecules, we have measured growth rates along the [100] directions of two-dimensional island growth on the barite (001) face for each inhibitor and for different concentrations. We derived the normalized \( v_i/v_0 \) step velocities (where \( v_i \) and \( v_0 \) are the growth rates along [100] with and without inhibitor, respectively) as a function of inhibitor concentration. A rapid decrease in step advancement rates can be found for inhibitor concentrations lower than \( 10^{-2} \) mol/l (Pina and others, 2004). After this initial decrease, the inhibiting effect of the phosphonic acids becomes weaker and for further increase in inhibitor concentration, the retardation of the step advancement reaches a plateau with little dependence between growth rate and inhibitor concentration. The extension and slope of the plateaus are different for each phosphonic acid. Only for PBTC, complete inhibition for molecule concentrations higher than \( 10^{-2} \) mol/l is observed.

### Derivation of Adsorption Isotherms from AFM Growth Experiments

In order to compare the effectiveness of the organic molecules, HEDP, NTMP, MDP, AMP and PBTC, we have represented the step rates and inhibitor concentrations using Langmuir diagrams. In such diagrams, the \( v_0/(v_0 - v_i) \) parameter, calculated from growth rates of individual monomolecular steps, is plotted against the inverse of the inhibitor concentration, \( [\text{Inh}]^{-1} \). Table 1 shows the approximately linear relationship of \( v_0/(v_0 - v_i) \) as a function of \( [\text{Inh}]^{-1} \) for the five inhibitors studied (linearity expressed by the respective correlation coefficients). This means that the mechanisms of inhibition within the error of experiment can be satisfactorily described by Langmuir adsorption isotherms:

\[
v_0/(v_0 - v_i) = k_0 + k_1[\text{Inh}]^{-1}
\]

where \( k_0 \) is 1 for complete inhibition; \( k_1 \) is the so-called “affinity constant”, indicative of the effectiveness of the inhibitor, that is, its ability to retard the step advancement (Amjad, 1995). Therefore, the lower the \( k_1 \) value, the more effective the inhibitor. Table 1 shows the affinity constants for HEDP, NTMP, MDP, and PBTC inhibitors (column 3) obtained from our AFM experiments.

In order to compare the thermodynamics of adsorption from the experimental results with molecular simulations, we calculated adsorption energies of inhibitor
molecules to flat terraces, straight edges, outer and inner corners of islands, and to kink sites of growth islands. We found that when hydration energies are taken into account, inhibitor adsorption to flat terraces is energetically uphill. For straight steps, only for NTMP\textsuperscript{2−}, adsorption to the side of unperturbed steps seems to be likely within the error of calculation.

All inhibitor molecules gain energy by adsorbing to corner sites in a hydrated environment. It is interesting to note that the phosphonates (AMP, MDP, HEDP, and NTMP) prefer the configuration where Ba\textsuperscript{2+}/H\textsubscript{11001} is located at the obtuse corner whereas PBTC prefers to adsorb to Ba\textsuperscript{2+}/H\textsubscript{11001} at an acute corner.

For each molecule, there is also a kink site configuration for which adsorption is energetically downhill. Kink sites are likely the most important sites for crystal growth blocking. We found the most energetically favorable kink site/phosphonate bond for NTMP\textsuperscript{4−}. However, it may be more valid to consider all 22 kink-site configurations that we evaluated. For PBTC\textsuperscript{4−}, all adsorption energies in a hydrated environment for binding to any of the kink sites are negative (average is −1.36 eV) whereas this is only the case for about half (12 out of 22) of the adsorption events for NTMP\textsuperscript{4−} (with an average of −0.86 eV). This ratio may even become worse if we consider that kink sites lose most of the hydration energy during adsorption at the site types that we consider. This indicates that whatever the type of kink site, it can be blocked by PBTC\textsuperscript{4−}, but about half the kink sites can continue growing if NTMP\textsuperscript{4−} is the chosen inhibitor.

The fact that the initial adsorption follows the behavior predicted by Langmuir’s model implies that the inhibiting effect of the organic molecules studied in this work on barite is due to the attachment of molecules on active growth sites. Our calculations indicate that these active sites are kink sites located along steps. Adsorption to corners is also exothermic, but on most growth islands, there are many more kink than corner sites. In all cases of kink site adsorption, the adsorption energies are higher than 0.4 eV (≈ 40 kJ/mol). Such high adsorption energies mean that the adsorption has a chemical character, that is, the inhibitor-active site bonds are quite strong (typical energies for physical adsorption are lower than 40 kJ/mol while for a chemical adsorption values up to and even over a hundred kJ/mol − 0.4 to < 1eV/adsorbed inhibitor molecule – are expected; Brixner, 1967).

Other possible positions for adsorption, such as flat terraces or steps without kinks or defects provided positive adsorption energies, indicating that they are negligible as positions for crystal growth blocking. This is in agreement with the observed growth rate-inhibitor concentration plateaus for high concentration of inhibitor. Thus, once all kink sites along the steps on the barite (001) surface are occupied with inhibitor

### Table 1

<table>
<thead>
<tr>
<th>Inhibitor</th>
<th>$k_0$</th>
<th>$k_1$</th>
<th>Correlation coefficient</th>
<th>AFM observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>HEDP</td>
<td>0.927</td>
<td>$4.252 \times 10^{-6}$</td>
<td>0.95</td>
<td>irregular islands</td>
</tr>
<tr>
<td>NTMP</td>
<td>1.684</td>
<td>$1.300 \times 10^{-6}$</td>
<td>0.59</td>
<td>circular sector islands</td>
</tr>
<tr>
<td>MDP</td>
<td>1.261</td>
<td>$3.030 \times 10^{-6}$</td>
<td>0.92</td>
<td>circular sector islands</td>
</tr>
<tr>
<td>AMP</td>
<td>3.514</td>
<td>$36.79 \times 10^{-6}$</td>
<td>0.63</td>
<td>irregular islands</td>
</tr>
<tr>
<td>PBTC</td>
<td>0.898</td>
<td>$1.848 \times 10^{-6}$</td>
<td>0.92</td>
<td>circular sector islands</td>
</tr>
</tbody>
</table>
molecules, the effectiveness of the inhibitor reaches a maximum and a further increase in the inhibitor concentration does not lead to a significant decrease in growth rates because no more adsorption positions are available on the crystal surface. Only when the concentration of inhibitor in the solution is very high (above 10 μmol/l or 20 μmol/l), a layer of inhibitor molecules can be formed on the barite surface. However, since the adsorption energies of the inhibitor on terraces are positive, no adsorption can be expected. The observed covering must be, therefore, interpreted as a flocculation of inhibitor molecules on the barite (001) surfaces. Nevertheless, such a layer can prevent the barite growth units reaching the surfaces acting as “physical barrier” for the growth process and completely stop growth.

The strength of the adsorption of inhibitor molecules on kink sites can also be quantified through the affinity constants, \( k_1 \), in equation (2) (see table 1). These constants are in the same range as those obtained by Amjad (1995) for the adsorption of phosphonates on calcium phosphate from bulk experiments (Amjad, 1995, reported \( k_1 \) values of \( 8 \times 10^{-6} \), \( 17 \times 10^{-6} \) and \( 31.2 \times 10^{-6} \) for PBTC, HEDP, and AMP, respectively). By considering both the ranking of our measured constants and the behavior of the inhibitors for high concentrations, our data suggest the following order of inhibiting effectiveness for the phosphonates: PBTC > NTMP > MDP > HEDP >> AMP. This ranking is consistent with the ranking obtained by Amjad (1995): PBTC > HEDP > AMP (Amjad, 1995, did not study the behavior of MDP and NTMP).

Another interesting aspect of the inhibiting phenomenon is the change in the shape of the islands (see last column in table 1). Our AFM observations indicate that, while in the presence of HEDP and AMP, barite islands become irregular after a short time, the other inhibitors tested do not promote such pronounced changes in island shape, which essentially remain with their typical circular sector shape. Since HEDP and AMP are less effective inhibitors, the change in island shape can be attributed to a weaker attachment of these molecules to the active site along steps that can result in a continuous adsorption and desorption of inhibitors on those positions. This would imply that growth positions would be no longer blocked, resulting in an isotropic irregular shape with time. In contrast, PBTC, NTMP and MDP are able to block kink sites along monomolecular steps in a more efficient (and permanent) way. As a consequence, growth is more strongly inhibited but the shape of the islands is preserved.

**Azotobactin-goethite/diaspore interactions**

As a next step to increase the complexity in the interaction between organic molecules and minerals, we chose siderophore-mineral interactions. Siderophores, organic ligands commonly produced by soil bacteria and fungi, are known to dissolve iron-containing minerals (Hersman and others, 1995) in a process that is independent of the presence of the microorganisms that produced them (Hersman and others, 1996). The associated influence that siderophores have on iron cycling makes them a potentially significant geochemical force and an important factor in microbial ecology. Computational work on siderophores has focused on the stable aqueous complex these ligands form with Fe(III) (Hay and Rustad, 1994; Hay and others, 1996, 2001; Lumetta and others, 2002), but only a limited amount of mechanistic information on their interaction with mineral surfaces exists. Adsorption, kinetic, and spectroscopic studies of hydroxamate and catecholate siderophores (Hansen and others, 1995; Holmen and Casey, 1996; Kraemer and others, 1999; Kalinowski and others, 2000; Liermann and others, 2000; McWhirter and others, 2003) suggest the formation of a surface complex between siderophore oxygens and metals on the iron oxide surface, a process that Holmen and Casey (1996) speculate to proceed via ligand exchange, at least for hydroxamate siderophores. A recent bulk solution study suggests goethite dissolution may proceed via a two-ligand, synergistic interplay between the sid-
erophore desferrioxamine (DFO) and smaller chelators such as oxalate (Cheah and others, 2003). DFO adsorption to the surface is predicted to be less important; instead, the siderophore chelates iron from oxalate in solution, renewing the smaller ligand’s ability to dissolve more iron from the mineral (Cheah and others, 2003). We believe this to be a likely scenario, however, using azotobactin as a model siderophore, our calculations provide additional evidence of strong siderophore-mineral surface affinity and reactivity.

In our previous work, we demonstrated that force measurements made using an Atomic Force Microscope (AFM) were useful in examining the siderophore-mineral interactions by providing direct molecular-level quantitative force data (Kendall and Hochella, 2003). Specifically, these data showed that the siderophore azotobactin exhibits a degree of mineral specificity that favors iron over aluminum oxides. Our molecular simulations of azotobactin-diaspore (α-AlOOH) and azotobactin-goethite (α-FeOOH) interactions are designed to complement and more fully understand, at least in a qualitative framework, these experimental force measurements, while further evaluating the notion of surface reactivity as a component in siderophore-mediated mineral dissolution. Specific aims include determining which siderophore functional groups attach to the surface and characterizing the nature and geometry of these coordinations. This includes evaluating the question if there are any steric hindrances in forming a multi-bonded complex between the surface metal atom and the siderophore while the latter is adsorbed to the surface. In addition, these calculations were used to discriminate between relatively weak and strong linkages using energy-distance profiles and derived forces. Using these simulated forces, we make a qualitative comparison with experimental forces to see if the same distinction in goethite and diaspor force signatures observed using the AFM can be predicted by the model. Additional separate quantum mechanical calculations on azotobactin fragments bonded to a single Fe or Al atom were also completed to assess the source of specificity (for example, electron affinity) between chelating O atoms and Fe, and to complement the empirical force-field calculations on the whole system by deriving Fe_{mineral}/Al_{mineral}-siderophore specific potentials. The effect of the interaction on the metal in the mineral structure was also examined with a specific question in mind: Is “dissolution” observed under any of the simulated, albeit simplified, conditions? For example, does azotobactin, in contact with the mineral surface in vacuum, or under hydrated conditions simulated with a constant dielectric field or with added water clusters, completely extract a cation from the oxide surface?

*Molecular Mechanics Methodology of Siderophore-Oxide Interactions*

Simulations were carried out using the Cerius² computational package (Accelrys, Inc.). In order to develop a set of empirical potentials (for example, Buckingham potentials, Gale, 1998) that mimic the physico-chemical properties of goethite and its isostructural Al-equivalent diaspore, we used the program package GULP (Gale, 1998). The interactions within the siderophore molecule are simulated by using the Universal Force Field (UFF) (Rappe and others, 1992) in combination with Coulomb potentials derived by using the Qeq charge equilibration scheme (Rappe and others, 1992). We derived potentials for the interactions between the chelating functional groups of the siderophore and the metal ions on the surface (Fe, Al) using a quantum mechanical approach. Details on the computational methods can be found in Kendall and others (2005).

Hydrated environments of siderophore-metal fragments were modeled as a continuum of uniform dielectric constant using Tomasi’s Polarized Continuum Model (PCM) (Miertus and Tomasi, 1982) on quantum mechanically optimized vacuum structures. It should be noted that the PCM of solvation is somewhat inaccurate, especially for small ions. However, use of the model on larger organic fragments results
in comparatively lower errors and, thus, provides a sufficient approximation. In addition, fragments of the siderophore with two functional groups and their Fe/Al chelates were calculated as a hydrated complex using a quantum mechanical approach (B3LYP, HF/DFT hybrid, Becke-3-parameter-Lee-Yang-Parr, Lee and others, 1988; Becke, 1993) with a 6-31g Pople-type basis set, by completing the hydration environment of the metal cation with four water molecules.

**Methodology of Azotobactin and Azotobactin-Mineral Molecular Mechanics Simulations**

Most of the molecular mechanics simulations were performed using vacuum conditions (dielectric constant $\varepsilon = 1$) to reduce computation time; however, solvated conditions in selected runs were simulated by increasing the dielectric constant ($\varepsilon = 80$) or adding clusters of individual water molecules to the system. The azotobactin molecule was constructed based on the structure provided by Palanche and others (1999) (fig. 12). To facilitate discussion of the siderophore structure, each O atom has been numbered according to figure 12. This numbering system is referred to when describing the O atoms that coordinate and release from each surface or the free Fe$^{3+}$ ion. Coordination or bonding to the surface was defined as when the Fe/Al-O (siderophore oxygen) distance is less than 2.2 Å. For larger distances, the combination of Lennard-Jones and Coulomb potentials, as implemented by the Universal Force Field is in good agreement with our quantum mechanical results.

Similar to the AFM experimental conditions (Kendall and Hochella, 2003), a hydrazide (-NH$_2$) terminated 11 carbon linker molecule was attached to the azotobactin via a peptide bond to the Asp carboxyl group (fig. 13). A gold atom was added to the
end of the linker molecule to represent the gold coating on the AFM tip. The Au atom position was fixed and thus, the manual modification of the distance between the Au atom and the mineral cluster by small increments was used to simulate the approach and the retraction of the tip. For each calculation for a given Au (tip)-mineral separation, all atoms in the azotobactin and linker molecule were allowed to relax to
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energy-optimized positions or allowed to move in molecular dynamics simulations. While molecular mechanics energy-optimizes a structure (in this case an organic molecule plus mineral cluster) at 0 K, several cycles of molecular dynamics (MD) with subsequent energy optimizations ensure that the system does not get trapped in local energy minima that do not represent the fully optimized structure.

The azotobactin molecule was brought into contact with both a single Fe$^{3+}$ atom and the (010) face of goethite and its isostructural Al-equivalent diaspore. Each simulated mineral surface consisted of a stoichiometric 20×11×4 unit cell cluster that was charge-neutral. The cluster was terminated in such a way that there was no dipole moment perpendicular to the surface. However, under aqueous conditions at circum-neutral pH, the surface of goethite is positively charged (Cornell and Schwertmann, 1996) and azotobactin is negatively charged (Telford and Raymond, 1996). Our simulation using a neutral surface, therefore, does not include this possible long-range electrostatic interaction. Structural information for each mineral including cell parameters and fractional coordinates were obtained from the literature (Busing and Levy, 1958; Gualtieri and Venturelli, 1999). In order to separate the influence of compression/stretching force within the azotobactin from azotobactin-mineral surface interactions (included) and surface relaxation and bond formation/breaking in the surface (not included), the positions of atoms in the mineral cluster were fixed during the initial extension of the molecule towards the surface. Prior to the interaction, the siderophore-linker construct was fully extended by fixing the gold atom at the beginning of the linker and advancing the methyl carbon associated with the hydroxamate group towards the C-terminal end of the molecule in 0.5 Å steps and minimizing the structure after each step. The result was a linearized conformation of the molecule (but not necessarily a global minimum energy state, fig. 13). This was completed to provide consistency and reproducibility in the interaction simulation, to insure functional groups were not hindered or prevented from interacting with the surface and to provide a starting condition that facilitates comparison between the two mineral systems.

After the stretching of the molecule, and prior to simulating the movement of the molecule toward the mineral surface, the hydroxamate methyl carbon was released, and allowed to move freely during minimizations. The Au atom remained fixed and AFM extension (approach) or retraction motion was modeled by decreasing or increasing, respectively, the distance between the gold atom and the mineral surface. The molecule was advanced in 0.3 to 1.5 Å steps during extension and 0.5 to 1.5 Å steps upon retraction. Note the vertical spatial resolution of the piezoelectric stage used in the AFM force measurements (Kendall and Hochella, 2003) is ~1 Å. An optimization was completed after each step and the overall energy of the system plus interatomic distances between siderophore O atoms and surface bound metals were recorded. In addition, molecular dynamics (MD) calculations were performed, where the system was ramped to a temperature of 300K followed by anneal dynamics (annealing cycles between 100K and 300K) and a subsequent energy minimization.

Results from the Simulation of Siderophore-Oxide Interactions

Under the modeling conditions, the simulated force/energy distance curves can be separated into a number of events during approach/retraction:

- Successive formation/breaking of bonds between the azotobactin molecule and the surface (specifically Fe or Al on the surface),
- contraction, twisting and stretching of the azotobactin molecule into various conformations,
- displacement of an Fe or Al atom from its equilibrium position in the lattice,
- release of an Fe or Al atom from the surface, and
additional chelation of extracted metal atoms once other azotobactin groups are released from or desorbed from the surface.

Simulated Approach Force Trace - Azotobactin and Goethite/Diaspore

Upon approach of the azotobactin molecule to both the goethite and diaspore from a Au-surface separation of 63 Å to ~10Å, the siderophore O atoms coordinate with metals on the surface in a sequence that is consistent with their relative position on the peptide backbone: the C-terminal groups (for example, the homoserine (Hse) lactone and hydroxamate moieties) coordinate first followed by groups closer to the ring structure at the N-terminus. This is expected because each amino acid was aligned in order upon stretching the molecule to a maximum contour length prior to the surface approach. Although it was not fixed and atomic motion was permitted, the linker molecule remained extended and rigid throughout the simulation. This is due to the fairly rigid bond and dihedral angles within the aliphatic linker molecules. As a result, the linker angles away from the axis of the extension and retraction, serving as a guide to lay the azotobactin molecule along its length onto the surface. The extension trace for each mineral is similar, with the diaspore curve essentially shifted down in relative energy scale due to the lowered lattice energy associated with diaspore and differences in the definition of the metal-oxygen interaction potentials associated with each mineral (fig. 14). All O atoms in both the peptide backbone and amino acid side chains had the potential to coordinate with metals in the surface. However, steric constraints imposed by the siderophore structure dictated which ones came close enough to ultimately interact. These included (in order of coordination to the surface): O1/O2 (hydroxamate), O4/O5 (Hse lactone), O3/O7 (backbone carbonyl O atom and Hse), O11 (Ser hydroxyl), O13/O14 (β-hydroxyacid) (see also fig. 15).

The slashes (“/”) in the previous sentence indicate attachment of the two O atoms in the chelating group was approximately simultaneous.

It is interesting to note that the spacing of siderophore chelating pairs (for example, O1/O2, O4/O5, O13/O14, and O3/O7), allows roughly equidistant coordination to neighboring Fe atoms in the lattice (see fig. 14 as one example). In contrast, siderophore-sorption models based on bulk solution experiments on goethite speculate an oxygen pair coordinating with a single Fe (Holmen and Casey, 1996; Holmen and others, 1997) and not with neighboring Fe atoms. Also, two of three groups known to participate in the stable chelation of Fe(III)(aq) (O1/O2 hydroxamate and O13/ O14 hydroxyacid) were sterically allowed to interact with the surface; however, O atoms associated with other groups such as Hse are important to the surface interaction as well. Other functional groups higher up the backbone (for example past O13/O14 β hydroxyacid and closer to the quinoline group), including the catechol group that participates in chelation of the free aqueous iron, do not coordinate with the surface. This could be due to the steric restrictions imposed by their proximity to the linker molecule, or, in the case of catechol, a result of modeling the moiety in a deprotonated state. Snapshots of the extension simulation confirm this, where at ~35 Å Au-surface separation, the linker folds the azotobactin molecule back upon itself with the β hydroxyacid (O13/O14) serving as a hinge point. While this behavior may be unique to the presence of the linker, and not necessarily reflective of a surface conformation typical in nature, it is interesting to note that a similar hydroxyacid hinge point position is observed in the proposed azotobactin-Fe(III) aqueous complex structure (see fig. 13). A second extension simulation was completed with a lateral component added to the downward motion. This was done to avoid generation of the hinge point and to stretch and lay the upper part of the molecule onto the mineral, thereby giving groups that are above the β hydroxyacid an opportunity to interact with the surface. Additional coordination of groups closer to the Au atom (where the tip is) was, however, not observed.
Aside from the unique structural constraints imposed for the purposes of simulating the AFM conditions, it is not surprising that some of the possible charge transfer groups, including the oxygens that participate in aqueous chelation of iron (that is, catechol), do not interact with the surface. A similar observation has been made when the siderophore desferrioxamine (DFO) interacts with goethite at circumneutral pH and ionic strengths similar to our experimental AFM conditions (Kraemer and others, 1999; Cocozza and others, 2002). DFO is a smaller ligand relative to azotobactin, and employs three hydroxamate groups linked by a methyl backbone to form a hexadentate aqueous complex with iron. However, when releasing iron from a solid form, multiple kinetic and adsorption experiments show that DFO has a pseudo-first order rate coefficient and an enthalpy/entropy relationship comparable to the single-hydroxamate ligand acetohydroxamic acid (aHA) (C₂H₅NO₂) (Holmen and Casey, 1996; Kraemer and others, 1999; Cocozza and others, 2002). This suggests a similar goethite dissolution mechanism for DFO and aHA, and, thus implies only one or two of the three DFO hydroxamate groups interact with the surface (Cocozza and others, 2002). Holmen and Casey (1996) postulate a reduction in the ligand’s conformational freedom when proximal to the surface, the hydrophobicity of the DFO backbone, and the goethite structure all play a role in limiting the number of groups that can participate in surface reactions with the iron centers. As discussed above, our model

Fig. 14. Molecular models of azotobactin interacting with a goethite surface. From top to bottom, each image progressively ’zooms’ in to the area of interest on the same model. Arrows point to hydroxamate group terminal oxygens coordinating with irons in the lattice in a binuclear fashion. Note the spacing of the siderophore oxygens allow for “bonds” (that is, Fe-O(siderophore) distances ~2 Å) with neighboring irons. With this coordination, the distance between a siderophore oxygen and an iron diagonally across is greater than 3Å (modified from Kendall and others, 2005. Reprinted from Chemical Geology, Modeling of azotobactin-goethite/diaspore interactions: Applications to molecular force measurements and siderophore-mineral reactivity, p. 17-35, with permission from Elsevier.).
also suggests that many of these factors are indeed relevant when considering the interaction of azotobactin with the surface.

Significant gains in energy are calculated upon the coordination of each azotobactin group (fig. 14) with relatively large changes associated with the attachment of the hydroxyacid and the C-terminal Hse (lactone) (O4/O5). Relatively smaller gains in energy are associated with protonated groups attaching to the surface (for example, O7), suggesting a weaker, hydrogen bond component may be important in these interactions. The final energy of the goethite system at a Au-surface separation of 10.8 Å is -7547.4 kJ/mol, and the derivative of the energy profile with respect to distance showed a maximum force of 923 pN. This force peak, qualitatively equivalent to an experimental jump to contact force (for example, the force at which the AFM
cantilever jumps into contact with the surface; see Kendall and Lower, 2004), is associated with the docking of the Hse lactone group in our model. It may be tenuous to compare these results directly to AFM data collected in solution; however, it is worth noting that the modeled force magnitude and distance at which this jump occurred (~52 Å) compared favorably with averaged experimental AFM data values (at both pH 3.5 and pH 7) collected with relatively high spring constants (\(k_s = 0.123 \text{ N/m}\)). This was not the case with other data sets collected with softer (less stiff) cantilevers (\(k_s \approx 0.06 \text{ N/m}\)) that were perhaps less adept at capturing the steep gradient generated by the Hse lactone jump in the energy profile (Cappella and Dietler, 1999; Kendall and Lower, 2004). Here the lower spring constant resulted in a longer jump to contact distance because the onset of the jump was already able to bend the cantilever.

Other factors should be considered when making this semi-quantitative comparison of modeled forces with AFM data. The simulated value is representative of a single azotobactin molecule interacting with the surface. Based on dimensional considerations and a Johnson-Kendall-Roberts model of adhesion, the capture of a single molecule interaction was not predicted for the prior AFM experiments (Kendall and Hochella, 2003). Also, the simulation was completed in a vacuum and the jump to contact energies and distances are expected to be lower in the presence of water due to charge shielding. An assessment of the additive effect of multiple interactions (or a reassessment of the number of interactions captured in the AFM data), together with a characterization of the influence of a solvated environment may help to simulate the AFM experiments more closely. The difference between such an approach and the current study would provide more information on solvation and hydrogen bonding interactions.

**Simulated Azotobactin - Free Fe\(^{3+}\) Interaction**

The bonding sequence during extension towards the goethite surface is different from the bonding order associated with the interaction of the azotobactin-linker construct with a single ferric iron atom. This emphasizes the different roles that each functional group may play depending if the siderophore encounters an Fe atom in a solid or aqueous form. As the free ferric iron is moved into the siderophore structure parallel to its extended peptide backbone axis, the following attachment and release sequence is revealed (O atoms separated by commas indicate two discrete events): O1 attach, O2 attach, O4/O5 attach, O7 attach, O5 release, O8/O9 attach, O4 release. Again, the hydroxamate (O1, O2) is shown to participate in the coordination. However, steric hindrances preclude attachment of the catechol and the \(\beta\)-hydroxy-acid groups (O13/O14), even though the ferric iron was advanced to a separation of 8 Å from the gold atom. The expected hexadentate (hydroxamate, catechol, hydroxy-acid) coordination that is suggested for the stable azotobactin (Azb) -Fe(III)\(_{aq}\) complex is not observed, probably as a result of the direction and geometry of the advance of the iron into the structure and the reduction in the degrees of conformational freedom imposed by the linkage. Note that this protocol was employed to facilitate comparison with experimental and simulated force experiments. The presence of the available uncoordinated chelating groups in the model containing free iron are, however, in agreement with the experimental AFM data on the azotobactin-goethite interaction in Fe-rich solutions. During AFM experiments, the azotobactin-goethite interaction was probed after successively adding soluble free Fe\(^{3+}\) ion (Kendall and Hochella, 2003). A sharp decrease in adhesion forces with increasing [Fe(III)\(_{aq}\)] was followed by a plateau of residual adhesion that existed in spite of sufficient iron to satisfy the chelating groups associated with all of the azotobactin molecules attached to the tip, cantilever and substrate (Kendall and Hochella, 2003). The source of the residual adhesion was hypothesized to be free chelating groups or other sidechain or
backbone O atoms interacting with the surface; an idea that is now supported by the conformation suggested in the azotobactin-Fe(III) model.

Simulated Retraction Force Trace - Azotobactin and Goethite/Diaspore

Prior to retracting the azotobactin from the surface, the metals in each mineral lattice in close association (<2.2 Å away) with siderophore O atoms were identified (8 total for goethite and diaspore) and marked with distance monitors (these distance monitors have no direct influence on the calculations; rather they help to describe the metal-mineral-O siderophore interaction). These metal atoms were allowed to relax and a Morse potential was defined between the metal and the coordinating siderophore O atom. Because no additional short-range interaction of siderophore groups was observed at Au-surface separation distances of less than ≈36 Å during approach, simulation time was reduced by beginning the retractions at this point. Metals are removed from both minerals by the siderophore in the simulated retraction.

Goethite.—During retraction from the goethite, one Fe atom is completely removed from the structure by the terminal Hse group (O4/O5) and 4 others are displaced significantly from their equilibrium position on the surface (for example, Fe-Ogoethite distance exceeds >2.5 Å, fig. 16) before snapping back to the lattice. With the exception of a sharp increase followed by a sharp decrease in the Fe atom displacement associated with β hydroxycarboxylic O14, the displacement magnitudes steadily increase as the overall accumulated stress is transferred from one functional group to the next (data not shown). This trend parallels the energy profile, which is characterized by a large initial buildup, followed by a steady rise in energy with periodic spikes correlating to the release of specific functional groups (some with a metal attached, fig.
15B). As expected, the order of release from the surface is close to the reverse of the extension attachment sequence, with differences in the order of release of the C-terminal groups. The release sequence is as follows: O13, O14, O11, O7/O3, O2, O1, O4/O5. Interestingly, the Hse OH (O7) and a component of a backbone carbonyl (O3) are coupled in their release, in spite of a separation of almost a nanometer in contour length (for example, the maximum end-to-end distance of the extended, linearized azotobactin molecule). Conversely, a lack of coupling is observed between the hydroxamate and hydroxyacid oxygen pairs separated by 1 to 2 Å.

**Diaspore.**—The shape of the diaspore retraction energy profile is similar to that of goethite, in that it shows four major energy peaks associated with the eight coordinations (fig. 15B). However, closer inspection of the Al displacements and the separation distances at which siderophore functional groups release from the surface reveals a significantly different interaction. One Al atom is removed from the structure (again by the terminal Hse group), and only 1 other atom is significantly displaced during retraction of azotobactin from the diaspore surface. The large metal displacement observed for the Fe-hydroxyacid coordination is much less pronounced with the diaspore and, overall, a two-fold increase in the average net maximum metal displacement is observed for goethite versus diaspore. The sequence is essentially the same as that of goethite, however, functional groups release from the diaspore surface at smaller separation distances. This is reflected in the energy profile where shifts in diaspore peak positions (to the left) show lower energy accumulation in the Al-O_siderophore surface bond prior to release compared to the Fe-O_siderophore bond. In other words, the Fe-O(siderophore) bonds persist into a higher force regime resulting in relative goethite adhesion values that are 1.5 to 1.7 times higher than for diaspore, in spite of the more negative pullout energy predicted for Al over Fe. In the absence of the siderophore, the higher forces appear to result from the Fe-O_siderophore linkage and not the Fe-O_goethite bond. This relationship is comparable to AFM goethite/diaspore adhesion ratios (2 – 3 times), which also show increased adhesion and affinity for goethite (Kendall and Hochella, 2003). Note that the more negative overall energy values associated with the diaspore are likely due to the differential stress imposed on the azotobactin molecule by subtle differences in the metal spacing on the diaspore (010) surface and by the higher lattice energy of diaspore with respect to goethite. The latter effect lowers the absolute energy due to stronger metal-mineral interactions within diaspore.

The combination of quantum mechanical and empirical force-field simulations show that even though only two functional groups at a time can chelate a metal atom at the surface (in contrast to six as in the case of siderophore-metal complexation in solution), it is possible that despite the steric hindrance, Fe\(^{3+}\)/H\(_{11001}\) ions can be removed from the goethite surface (Kendall and others, 2005).

**Siderophore Affinity for Fe\(^{3+}\) over Al\(^{3+}\)**

The specificity and increased affinity of azotobactin for the Fe atom in goethite over Al in diaspore that is evident in force measurements and in the molecular mechanics simulations (for example, increased energy changes upon retraction) is corroborated by the binding energies calculated from first principles. With both siderophore analogs, the acetohydroxamic acid and the hydroxycarboxylic acid, binding energies are more negative for Fe\(^{3+}\) compared to Al\(^{3+}\). The absolute \textit{ab initio} values show the same relationship as energies calculated from experimentally derived formation constants (K\(_f\)); however, the latter values are higher (less negative). This is, in part, because the \textit{ab initio} calculations do not include an entropy component, which would drive the energies down to a less negative value.

Based on previous observations (Hider, 1984; Albrecht-Gary and Crumbliss, 1998; Kendall and Hochella, 2003), it was hypothesized that part of the observed specificity
and increased affinity of azotobactin for Fe atoms was a result of iron’s increased electronegativity over Al. Relative comparison of the optimized Mulliken charge distributions from the Gaussian98 models of the Fe and Al ligand complexes supports this argument. The larger ionic radius of Fe and an electronegativity closer to that of oxygen results in an Fe atom with lower positive charge associated with less negative O atoms. In other words, the Fe$_{goethite}$-O$_{siderophore}$ bond has a more covalent character than the Al$_{diaspore}$-O$_{siderophore}$ bond. Comparison of the hydration energies associated with the Fe$^{3+}$ and Al$^{3+}$ ions coupled with observations made during the ab initio runs present the possibility of surface hydration energies playing a role in the siderophore mineral interaction forces observed with the AFM. While these values have not been measured for goethite and diaspore, it is possible that the increased (more negative) hydration energy associated with the Al$^{3+}$ ion (versus Fe$^{3+}$) could correlate with an increased surface hydration energy for diaspore over goethite. Therefore, the lowered siderophore affinity observed for the diaspore surface could also reflect the extra energy required to remove water from the diaspore surface.

Adsorption of oligomers to step edges as a precursor of biomineralization

In the last two sections, we described interactions between organic molecules and mineral surfaces, where the structural matching or steric considerations are only important at the scale of 1 to 3 bond distances. In contrast, structural matching at inorganic-organic interfaces along at least nanometers of interface is a key concept in oriented nucleation in biomineralization. As a precursor of biomineralization, we are studying the interaction of oligomers/polypeptide chains on (1014) calcite surface. The lowest energy faces of pure calcite are the (1014) family of faces. Our main objective is to find suitable orientation of amino-acid residues in these peptide chains, where these peptide chains align themselves parallel to the calcite surface. The stereochemical relation between the coordination environment of ions in specific crystal faces (Ca$^{2+}$, CO$_3^{2-}$ in this case) and the arrangement of ligands (that is peptide residues, oligomers) around ions bound to the surface is a potential factor for organic nucleation and selectivity of biominerals. If the distance between the repeating residue units in the adsorbent matches the distance between the repeating units in the adsorbate surface, the adsorbent long chain polymer or oligomeric organic compound can lie parallel to the surface step. To start with, we have performed calculations of various sequences of small chain peptide residues along non-polar (periodic bond chains of alternating Ca$^{2+}$ and CO$_3^{2-}$ ions with no dipole moment perpendicular to the step) and on polar surface steps (steps bounded by either Ca$^{2+}$ or CO$_3^{2-}$ ions). Each peptide residue was composed of 3 amino acids. The maximum adsorption energy that we found was for (phe-leu-lys)$_4^-$, where the total adsorption energy to a non-polar calcite surface step is -1.071 eV [average of -0.357 eV/(amino acid unit), negative values = adsorption; positive = repulsion]. Adsorption energy values for other peptide chains vary between -0.1879 eV/(amino acid) to -0.2890 eV/(amino acid).

Almost parallel alignment of these 3-amino acid peptide residues is observed when aligned with polar Ca$^{2+}$-bounded surface steps where the dominant interaction between the negatively charged peptide backbone and Ca$^{2+}$ along the surface step is of electrostatic nature. Adsorption energy values in this case range between -0.1733 eV/(amino acid) to -0.2602 eV/(amino acid). The most energetically favorable adsorption is obtained for the sequence (phe-leu-lys)$_4^+$ with -0.2978 eV/amino acid.

Using the same concept, we have used longer peptide chains having 12 amino acids. Sequencing of amino acids has been obtained from encoded GPA, a calcium binding protein in the coccolithophorid Emiliania Huxleyi (Corstjens and others, 1998). Interaction of this 12-amino acid long peptide chain in both acidic (protonated) and alkaline (deprotonated) conditions with polar calcite steps for both cases (Ca$^{2+}$ and CO$_3^{2-}$ bounding) has been studied. At alkaline conditions, the adsorption
energy of the negatively charged peptide with the Ca\textsuperscript{2+} bounded step edge is \(-0.09824\) eV/amino acid. When the peptide residue is neutral (acidic condition), the adsorption energy is \(-0.1978\) eV/ amino acid residue (CO\textsubscript{3}\textsuperscript{2-} at step edge). In this long chain peptide, amino acid residues at the middle part of the chain are closer to the surface than the end-members giving a U shape to the peptide chain (fig. 17A). Better parallel alignment of the peptide chain to the calcite surface is observed in the neutral peptide than for the \(-13\) charged peptide residue. This can be owed to the fact that in the negatively charged long chain peptide, electrostatic interactions between charged side chains of the amino acids and the peptide backbone coupled with steric hindrance of large side chain prevents parallel alignment. It is also known that proteins can inhibit calcite growth and that ability is attributed to backbone flexibility of peptide chain (Gerbaud and others, 2000), which may be another reason why we see flexible, not parallel, peptide chains on these polar steps.

Our simulations show that the presence of large side chains in the amino acid residues can cause steric hindrance and prevent the peptide chain from aligning parallel to the calcite surface. In the 12-amino acid peptide residue, the presence of a 5-member heterocyclic ring in proline, CH(CH\textsubscript{3})-CH\textsubscript{2}-CH\textsubscript{3} in isoleucine, and CH\textsubscript{2}-CH\textsubscript{2}-COOH in glutamic acid are responsible for the steric hindrance causing the U shape of the peptide chain (fig. 17A). To minimize this steric hindrance, the large side chains in amino acid residues have been replaced by H- and CH\textsubscript{3} groups, thus constructing a 12-residue peptide chain with alternating glycine and alanine amino acids. At low pH, this 12-amino acid long glycine-alanine peptide residue aligns itself more or less parallel to the calcite step edge, verifying that large side chains in amino acids are major obstacles in parallel alignment (fig. 17B). The adsorption energy for this gly-ala
peptide residue is $-0.0428 \text{ eV/amino acid residue}$ along the polar $\text{CO}_3^{2-}$ step. The average distance between the amino acid residues in this peptide chain is $3.185 \text{ Å}$.

**SUMMARY AND CONCLUSIONS**

*The Influence of Monovalent Ions on the Growth/Dissolution Kinetics and Morphology of Divalent Crystals*

Before the interaction of more complex organic molecules with mineral surfaces can be understood, the interaction of monovalent ions in solution on the kinetics and morphology of growth and dissolution of divalent crystals has been evaluated. This is important in order to avoid attributing changes in surface morphologies, and growth and dissolution kinetics, to the potential influence of organic molecules in solution.

Monovalent ions tend to stabilize previously polar steps on the surfaces of divalent crystals. Consequently, the morphologies of microscopic surface features such as growth islands and spirals, and etch pits are changed, ultimately influencing crystal habits.

Monovalent ions can increase both growth and dissolution rates by modifying the rate-controlling steps of growth and dissolution. For growth, this is the initialization of a new growth row. For dissolution, this is the formation of a kink site along the edge of an etch pit.

The latter point is another example that growth and dissolution are *not* necessarily reverse processes of each other.

*Growth-Inhibitor-Sulfate Interactions*

Direct AFM measurements of growth rates of barite steps in the presence of different concentrations of inhibitors allowed us to construct adsorption isotherms indicating a Langmuir-type of behavior for all inhibitors used. A linear relationship exists between $\frac{v_0}{(v_0-v_i)}$ and $[\text{Inh}]^{-1}$ for inhibitor concentrations lower than $10^{-9} \text{ mol/l}$. Since such isotherms have been constructed from growth rates measured *in situ* on monomolecular barite steps, they represent a direct demonstration of the molecular basis of the Langmuir model for adsorption processes. Slopes of the adsorption isotherms were calculated from AFM experiments. Their values are similar to values obtained conducting classical bulk experiments. This demonstrates that AFM can be used to obtain quantitative adsorption data.

Calculations conducted using molecular modeling methods showed that the five studied phosphonates are only effective as growth inhibitors by blocking kink sites along monomolecular steps. Adsorption positions on terraces cannot be considered as possible inhibition sites due to their positive adsorption energies. This is in agreement with AFM observations and measurements. Calculated adsorption energies of the five phosphonates on kink sites are in the order of hundreds of kJ/mol, indicating chemisorption.

From both the growth rate versus inhibitor concentration data and the calculated slope of the adsorption isotherms (that is, affinity constant), we can give the following ranking of inhibitor effectiveness: $\text{PBTC} > \text{NTMP} > \text{MDP} > \text{HEDP} >> \text{AMP}$. This ranking of inhibiting effectiveness is consistent with previous experimental works.

*Siderophore-Oxide Interactions*

Molecular and quantum mechanical calculations are effective in providing qualitative and quantitative information on the azotobactin-metal oxide interaction that is captured during force measurements on the same system. Computer simulations of the AFM extension force traces show that both backbone and sidechain azotobactin oxygens have the opportunity to interact with the diaspore and goethite mineral surfaces; however, steric considerations and constraints imposed by the presence of the
mineral lattice dictate which ones ultimately coordinate. Similar functional groups are associated with each mineral surface after extension; however, upon retraction of the molecule from these surfaces, the energy profiles of these pull-off events for diaspore and goethite are distinct. Quantum mechanical calculations of Fe$^{3+}$/Al$^{3+}$ chelates including hydration energies provide evidence that the ligand-surface interaction energetically favors the iron oxide. Metal removal is predicted in the models completed in vacuum; and additional simulations, ones that employ a bidentate, mononuclear coordination (as opposed to a bidentate, binuclear coordination) or include water to act as a helper ligand confirm that siderophore metal removal via direct surface contact is possible in a natural system. In spite of the observed surface affinity, the ability of azotobactin to compete with smaller organic ligands (for example, oxalate) for sorption sites on the mineral remains to be determined. Future work could include sorption experiments coupled with force measurements to determine the effect of smaller ligands on azotobactin surface affinity and adhesion.

Steric hindrances limit the number of oxygens that coordinate with the surface to eight; however, for siderophore-oxide interactions in a natural system without the linkage to the AFM tip imposing limitations on molecular conformation, this number is expected to be higher. Azotobactin adsorption geometry is initially binuclear, but increased surface coordination (for example, a higher $O_{\text{siderophore}}$:Fe ratio associated with the surface complex) is likely upon displacement of the metal by the ligand or with changes in surface microtopography. One example of the latter is an increased coordination that results from siderophore oxygens accessing uncoordinated metals in surface sites associated with step edges. In both cases, increases in coordination result in a more stable configuration and stronger Fe-$O_{\text{siderophore}}$ bond.

Upon release from the surface (that is, due to thermal motion), the Fe-$O_{\text{siderophore}}$ bond(s) persist, allowing metal removal from the lattice. The energetics of the system is then minimized as the ligand reconfigures to enclose the iron in a multidentate coordination, and the defect site in the mineral lattice relaxes and becomes hydrated. A similar dissolution pathway is predicted for the diaspore; however, azotobactin specificity for the iron oxide surface over the aluminum oxide surface is observed in this study and in the AFM measurements (Kendall and Hochella, 2003). With both minerals present, this suggests the pathway will favor the iron oxide surface and will allow efficient azotobactin-mediated Fe(III) acquisition directly from the solid iron form.

Polypeptide-Calcite Interactions

Even though we are still beginning to evaluate the plethora of possibilities to let polypeptide chains interact with specific steps on calcite surfaces, we are starting to understand certain principles, for example steric hindrances caused by “bulky” sidechains. Future work will be directed to use adsorption energy calculations in a genetics-like way to find optimized polypeptide sequences for specific calcite (or other biomineral) faces and step directions.
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