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ABSTRACT. The topics of DNA adduct structure, biodegradation mechanisms, photo-chemistry, and adsorption of polycyclic aromatic hydrocarbons (PAHs) are discussed using benzo[a]pyrene and its partial oxidation products as an example. The use of classical mechanical, semi-empirical, and ab initio computational techniques are discussed in terms of their ability to answer important questions regarding the environmental fate of this important carcinogenic compound. The role of H-bonding variation with computational technique was analyzed and significant errors are likely when this parameter is predicted by classical force field simulations or semi-empirical calculations. The stability of the conformations of benzo[a]pyrene also change with computational method although the density functional theory (DFT) and second-order Møller-Plessett (MP2) methods used here converge to similar relative energies. Analysis of the relationship among HOMO-LUMO gaps, triplet and singlet excitation energies, and phototoxicity suggests that the HOMO-LUMO gaps are not the true parameter related to phototoxicity but a correlation between HOMO-LUMO gaps and excitation energies gives the appearance of a cause-and-effect relationship. Methods for predicting the water-soot partition coefficient of PAHs and the complexation of partial oxidation products with cations and metals in the environment are also discussed.

INTRODUCTION

Why Is Assessing Bioavailability and Fate Important?

A traditional approach to determining environmental risk and creating regulatory limits has been to measure the total amount of a substance present and set a maximum concentration value that should not be exceeded. However, this approach neglects the exact state of the contaminant; and the state of a compound can be the dominant factor in predicting the environmental risk associated with a particular contaminant. Examples of toxicity reduction are numerous for both metals and organic species (see Alexander, 1994 for a review); hence, a revision of the general methodology for determining acceptable concentration limits should be made. The U.S. Environmental Protection Agency (USEPA) has made strides in this direction recently (Meyer and others, 1999; USEPA, 2000; DiToro and others, 2001), but changing past regulations and the basis of environmental laws is a daunting task. One downside of assessing speciation in the environment is that it complicates the task of analyzing and monitoring already complex chemistry. The advantage is that we will better be able to allocate our resources to maximize the benefit/cost ratio of environmental remediation. For example, determining that the toxic species of a metal such as Cu$^{2+}$ (Sunda and Huntsman, 1998) is only 1 percent of the total Cu in a water body may potentially save billions in clean up costs throughout the nation. Pignatello (1986) showed that ethylene dibromide (EDB) present in soils failed to biodegrade when $^{14}$C-labeled EDB spiked into the same soil degraded rapidly. These results demonstrated that aging of organic contaminants (that is, diffusion into micropores or natural organic matter) could significantly alter their bioavailability.
Environmental effects depend upon bioavailability.—A main reason why details of contaminant behavior are important is that environmental risk depends upon bioavailability, that is the capacity of organisms in a particular environment to assimilate a given contaminant. One good example is found in the work of McGroddy and Farrington (1995) where polycyclic aromatic hydrocarbons (PAHs) were persistent in sediments over a long period when equilibrium partitioning models between sediment and pore water predicted that these compounds would have disappeared long ago (Alexander, 1995). Although the PAHs were still present and could be considered a risk, the fact that they were recalcitrant (that is, resisting biodegradation or transport) suggested that they may have a reduced environmental risk. Further research has demonstrated that this type of sequestration (that is, hiding a compound within a naturally occurring substance such as minerals or natural organic matter) is fairly common and probably naturally reduces environmental risk (for example, Stewart and others, 2003; Semple and others, 2003). Thus, we may be overestimating environmental risk and overspending on some remediation projects.

Geochemical factors (for example, mineralogy, NOM, et cetera) affect bioavailability.—Consequently, analysis of the mineralogy and natural organic matter (NOM) in soils and sediments should accompany the analysis for contaminants of interest. Details of mineral composition and microporosity can dramatically alter bioavailability (McCarthy and others, 1985; Murphy and others, 1990, 1992; Farrell and Reinhard, 1994). Generally, the percentage of organic matter is the most detail included with regards to the organic geochemistry of a site. Characterization of the NOM is not conducted even though the quality of organic matter has a significant influence on bioavailability (Huang and Weber, 1997; Luthy and others, 1997). For example, PAHs included in sediments via the deposition of soot that was co-formed with the PAHs can essentially exclude these contaminants from biodegradation (McGroddy and Farrington, 1995). Funds and expertise are not often available for this type of extensive analysis before remediation efforts are conducted, so overspending on cleanup efforts results.

Biodegradation common but complete mineralization does not always occur.—On the other side of the coin, reactions of contaminants in the environment may actually increase risk in some instances. Bioremediation efforts are commonly assumed to go to complete mineralization (Note: “Mineralization” in the bioremediation community means conversion to CO₂ and H₂O, not precipitating minerals.) if the contaminant of concern (for example, naphthalene) is disappearing from the system of interest. Unfortunately, biodegradation of many common contaminants occurs through a multi-step process and complete mineralization is not assured. Metabolic intermediates that form during this process may be both more soluble (and mobile) and toxic (Wilson and others, 1996; Wilson and Madsen, 1996; Pisutpaisal, ms, 2003). One example of this is an aquifer that was contaminated with jet fuel (Long and Aelion, 1999). Biodegradation or natural attenuation occurred, but subsequent toxicity tests revealed toxicity due to the formation of acidic metabolic intermediates. Reasons for this behavior will be discussed in more detail below, but it is often the metabolite of an organic pollutant that does harm within the organism rather than the pollutant itself per se. Predicting metabolic intermediates and their behavior should be an important aspect of evaluating environmental risk and remediation strategies.

What Role can Computational Chemistry Play in Assessing Bioavailability and Fate?

From the references cited above, one can begin to see the importance of contaminant interactions with natural materials in predicting bioavailability and fate in environmental biogeochemistry. The task is somewhat overwhelming considering the number of compounds and variables that need to be considered. Although analytical work and toxicology will be the primary modes of assessing speciation and risk, computational chemistry can play a role in understanding these types of observations...
and limiting the number of variables that need to be considered. This approach has
been successfully applied in the pharmaceutical industry for a number of years as
candidate compounds are pre-screened before more costly experimentation begins
(for example, Lepre and others, 2002; Cheng and Merz, 2003).

Computation can complement experimental studies on toxicity mechanisms.—Biochemists
are currently using molecular modeling techniques to assess the molecular-level
interactions between pollutants and organisms (see Schultz and others, 2003 for a
review; Parthasarathi and others, 2003). Such details can be used to elucidate toxicity
mechanisms that are extremely difficult to obtain experimentally. Molecular toxicity
mechanisms are important because general principles may then be derived to predict
which compounds will have significant biological impacts. For instance, there are a
large number of different PAH compounds, but the carcinogenicity between com-
ounds varies dramatically. Broyde and coworkers (Perlow and Broyde, 2001, 2003;
Perlow and others, 2002) have been investigating why benzo[a]pyrene has a high
carcinogenicity by modeling its interaction with DNA. Subtle structural differences
may exist in the DNA adducts formed that prevent repair of the DNA and lead to
subsequent development of cancers. Hence, it is not just the fact that the metabolite
forms a DNA adduct; the more important consideration is whether or not the
organism’s repair mechanisms will detect and fix this defect before it has a chance to
replicate itself. This research will be discussed in more detail below. The ability to
predict when this chemistry will occur can be a powerful tool in assessing the potential
environmental risk of contaminants.

Development of Quantitative Structure-Activity Relationships (QSARs) and screening for
potentially harmful effects.—Once general principles have been discovered that govern
toxicity, carcinogenicity, et cetera, then one can begin to use Quantitative Structure-
Activity Relationships (QSARs) to screen compounds for further study (Schultz and
others, 2003; Trohalaki and Pachter, 2003). The term QSAR is somewhat misleading in
this context. Instead of only using structural parameters, any type of molecular
property can be used and often many in combination. For example, particular
functional groups may be a structural parameter that is used in predicting toxicity, but
other parameters such as ionization potentials, HOMO-LUMO gaps, and aqueous
solubilities can also be important. Perhaps the term Quantitative Activity Relationships
(QAR) would be more appropriate. Candidate compounds that score highly based on
similarities to other problem compounds can be selected for more extensive experimen-
tal study. This technique is well-established in biochemistry and could become a
common tool in environmental biogeochemistry as well.

Molecular modeling studies can help predict the metabolic intermediates.—Another way
that computational chemistry can be used in this task is to model the biodegradation or
biologically catalyzed redox reactions of contaminants (Little and others, 1999; Brown
and others, 2002). Once tested against well-known experiment systems for accuracy,
relatively quick and inexpensive calculations can be performed on large suites of
compounds to help predict which metabolic intermediates may form and how they will
behave in the environment. Identification of these metabolic intermediates may be
difficult in field or laboratory samples, because they do not appear in high concentra-
tions. However, if the analytical chemist knows a priori which compounds to search for,
then the task becomes more amenable.

Computational chemistry useful in understanding the role of sorption.—Lastly, computa-
tional chemistry is a useful method for understanding how pollutants interact with
natural materials such as minerals and NOM (Kubicki and others, 1999; Farrell and
others, 2002; Luo and Farrell, 2003; Neal and others, 2003). The combination of
spectroscopy, wet chemistry experiments, and molecular modeling can be powerful in
this regard because each technique supplies different pieces of the puzzle in order to
generate a complete and detailed picture of the system under study. Zhang and others
(2004), for example, used this approach to obtain an atomic-level structure of Sr$^{2+}$ and
Zn$^{2+}$ surface complexes on the (110) surface of rutile (TiO$_2$). In addition, this
atomic-level picture was used to constrain macroscopic thermodynamic calculations of
adsorption at this surface which was used to model bulk isotherm experiments. In this
manner, assumptions in the macroscopic modeling approach were replaced with more
accurate numbers for bond lengths which resulted in more accurate surface complexa-
tion modeling predictions. In addition, the surface complexation modeling trans-
ported the spectroscopic and molecular modeling information from the realm of
academic interest into real world applicability.

One example of where experiment and molecular modeling have been used to
complement one another is in the studies of Gustafsson and coworkers (Gustafsson
and others, 1997; Bucheli and Gustafsson, 2000; Bucheli and Gustafsson, 2003) in
parallel with modeling done by Kubicki (2002, 2003) on PAH and PCB adsorption
onto soot. The experimental work in this case was key for identifying soot as an
important component of soils and sediments with respect to adsorption of these
hydrophobic organic contaminants. Adsorption experiments were able to produce $K_a$
values for suites of PAHs and PCBs in order to predict their partitioning behavior in
the environment. However, the mechanisms of interaction with the soot were difficult
to ascertain due to the complex nature of soot and the similarities between soot and
the sorbates of interest. Kubicki (2002, 2003) used the same suites of compounds in the
Bucheli and Gustafsson (2000, 2003) studies and was able to produce good correla-
tions between the calculated $\Delta E_{ads}$ and the observed $K_a$ values. This resulted in two
advantages. The modeling verified that the soot could account for much of the
recalcitrant PAHs and PCBs in the soils and sediments. In addition, the modeling work
could be done on compounds that were problematic experimentally (for example,
benzene due to high volatility). Furthermore, the modeling work was used to predict
values for $K_a$’s not originally produced. The theoretical work is also capable of
producing predictions more rapidly than experiment because some of the adsorption
work requires 4 months of aging.

Brief Literature Review of Some Representative Studies

The above discussion indicates that there is an overwhelming amount of research
performed and to be performed assessing the bioavailability and fate of contaminants.
A review of the entire field is impractical, so this paper will focus on a specific example
to illustrate methods, interdisciplinary connections, and opportunities for future
research. The example compound selected is benzo[a]pyrene (BaP). A number of
reasons led to the selection of BaP as an illustrative example. First, BaP is highly
carcinogenic (Harvey, 1991) and thus of interest to human health. Second, BaP is
common in the environment because it has numerous sources such as fossil fuels,
diesel and auto exhaust, cigarette smoke, and broiled foods (Grimmer, 1993; Perrin
and others, 1993; Phillips, 1999). Third, a number of papers modeling this compound
have been published recently, making synthesis of each type of study a simpler task.
The organization of this paper will be the reverse of the environmental processes
leading to human health impacts (that is, source, transport, and exposure). This
discussion will begin with biochemical modeling of BaP-DNA adducts because such
studies motivate the environmental research, and their detailed elegance defines the
level to which the biogeochemical modeling studies should strive to achieve.

A number of important factors in assessing environmental fate and bioavailability
of organic contaminants will not be discussed in this paper, but they are worth
mentioning so the interested reader will be able to see how the molecular level
modeling presented here fits into the bigger picture. First, field or regional scale
transport of contaminants is necessary for determining where the compounds of
interest will be found. Studies such as McLachlan and others (2002) are examples of this type of research. Furthermore, the macroscopic level chemistry of contaminant-biota interactions should be understood in order to put the molecular level work in context (Hunter and others, 1998; Boudreau, 1999; Wania and McLachlan, 2001; Meile and others, 2003). An important link between the larger scale and molecular level research is the generation of self-consistent thermodynamic data (for example, Beyer and others, 2002) and QSARs (for example, Kosian and others, 1998; He and others, 2003) to rapidly predict general environmental effects of different compounds.

Computational chemistry can be an important partner in these endeavors. Thermodynamic data can be confirmed or tested in many instances by theoretical methods (Stewart, 2004). Molecular properties, such as log(K_{ow}) and HOMO-LUMO gaps, can also be computed that help predict macroscopic behavior of compounds (Veith and others, 1995; Kubicki and others, 1999). Additionally, computational chemistry can be employed to help interpret experimental observations as well as extrapolate experimental results into systems where experiments are problematic for practical reasons (Kubicki, 2000; Govers and others, 2002; Kubicki, 2003).

Methods

The theoretical methods employed include classical molecular mechanics simulations (Frenkel and Smit, 2002), semi-empirical calculations (Stewart, 1990), and \textit{ab initio} theory (Cramer, 2002). Cygan and Kubicki (2001) contains a compilation of chapters on many of these techniques as applied in geochemistry.

The classical molecular mechanics simulations were performed using the Cerius\textsuperscript{2} suite of programs (Accelrys Inc., San Diego, CA) and the COMPASS (Sun, 1998) force field. Either energy minimization or molecular dynamics simulations (Cygan, 2001) were used to predict molecular structures.

Semi-empirical PM5 calculations (Stewart, 2004) were carried out with the program CAChe (Fujitsu Ltd.). \textit{Ab initio} calculations were done with the hybrid molecular orbital/density functional theory approach (MO/DFT; Foresman and Frisch, 1997), Møller-Plessett second-order perturbation theory (MP2; Møller and Plessett, 1934), configuration interaction singles (CIS; Foresman and others, 1992), and time-dependent density functional theory (TDDFT; Stratmann and others, 1998). For the MO/DFT and TDDFT, the Becke (1993) 3-parameter exchange functional and the Lee-Yang-Parr (Lee and others, 1988) correlation functional (that is, B3LYP) were chosen. A number of basis sets were used to describe the electron densities, but the most common were the 6-31G(d) and 6-311G(d,p) basis sets (Hehre and others, 1972; Krishnan and others, 1980; McLean and Chandler, 1980). Gaussian 03 (Frisch and others, 2003) was used to carry out these \textit{ab initio} calculations.

Relevant results generated from these calculations can take many forms, but the predictions made here generally fall into the areas of structure, potential energies, and electronic excitation energies. Structural information is straightforward to derive from the calculations because the input and output positions of all atoms are always known in this work. The energies discussed are generally relative potential energy changes (not including zero-point energies). Although more rigorous methods are available for predicting thermodynamic stabilities of species, this paper seeks to compare various methods such as molecular mechanics, semi-empirical, and \textit{ab initio} calculations. Each has its own reference state, so comparisons are simplified by focusing on the relative potential energy changes predicted by each method. This puts all methods on the same footing. Electronic excitation energies are calculated either by predicting the positions of electronic orbitals (that is, HOMO-LUMO gap calculations) or by directly modeling the electronic density in the excited state. The latter should be more accurate but is also more time-consuming.
Broyde and coworkers (Perlow and Broyde, 2001, 2002, 2003; Perlow and others, 2002) have performed a series of studies using MD simulation techniques to examine how the (+)-anti-BaP diol epoxide (BPDE - fig. 1) interacts with DNA to form the (+)-trans-anti-BaP diol epoxide-N$^2$-dG ((+)-ta-[BP]G - fig. 2) adduct which is not recognized by DNA polymerase and allows for mismatch of adenine with guanine (that is, a G-to-T transverse mutation). Such studies emphasized the role of intermediate oxidation products of contaminants in producing negative health effects and the subtle structural features that must develop in order for an organism’s normal repair mechanisms to fail to detect that the DNA has been damaged.

The structure of BPDE itself is of interest as a metabolic intermediate formed by partial oxidation of benzo[a]pyrene. Four conformers are possible—anti-quasidiequatorial, anti-quasidiaxial, syn-quasidiequatorial, and syn-quasidiaxial depending on the relative positions of the OH groups (fig. 1). Brown and others (2002) investigated the relative stabilities of each configuration in water using MD simulations and found that H-bonding of water was significant, especially for the more stable anti configurations. Thus, investigating the relative predicted stabilities of each conformation as a function of computational method and solvation is worthwhile.

Table 1 lists the relative potential energies of each conformation as a function of four computational methods—PM5, B3LYP/6-31G(d), MP2/6-31G(d)//B3LYP/6-31G(d), and MP2/6-31G(d). Although none of these methods represents an extremely high level of theory, the comparison of results illustrates a point about the dependence of predictions on computational level. Both the molecular mechanics and semi-empirical methods (COMPASS and PM5) give different minimum energy structures and energies between conformations compared to the ab initio methods (B3LYP and MP2). This demonstrates that even when the lower level methods are able to reproduce molecular structures fairly well (fig. 3), energies are not always accurate. Errors in calculated energies will translate into inaccurate predictions of thermodynamic properties and kinetic energy barriers, so this point is critical. Model results should be compared with experiment whenever possible and against higher level theoretical results to ensure that the simpler method converges to a reasonably accurate answer.

Table 2 presents the relative energies of the same four BPDE conformers in the presence of a model aqueous solvent (COMPASS/3-D periodic MD with 338 H$_2$O molecules; PM5/AMSOL—Urban and others, 1992; B3LYP/IEFPCM—Cancès and others, 1997). Solvation effects allow re-distribution of the electrons throughout the molecule, and they also tend to favor configurations with higher dipole moments. Consequently, the aqueous model in each case predicts a different conformer to be the stable configuration compared to the gas-phase calculations using the same method (table 1). In addition, the relative energy differences between conformers changes even when comparing one method to its counterpart in table 1. Often, computational chemists have neglected the solvent for reasons of convenience (that is, savings in computational time) and because many neutral, organic compounds will have limited solvation effects. However, the need to account for solvation has been recognized for some time and a number of groups have made great strides in developing algorithms to account solvation effects (for examples, see the references above.). These results illustrate the point that the model simulations must include all important components of the system in order to be useful. This warning is summed up in the statement—“A theory has only the alternative of being right or wrong. A model has a third possibility: it may be right, but irrelevant.” (Manfred Eigen as quoted in Cygan, 2001).

Differences between the control dCTP:(+)-ta-[BP]G (dCTP = deoxycytidine triphosphate) as modeled with semi-empirical PM5 (Stewart, 2004) and ab initio
Fig. 1. Four conformers of the benzo[a]pyrene diol epoxide (BPDE) molecule as calculated with B3LYP/6-311++G(d,p) using Gaussian 03 (Frisch and others, 2003). Subtle structural differences result in significant changes to the calculated potential energies. Such changes can be reflected in the manner in which such a metabolite forms a DNA adduct.
Fig. 2. Calculated model structures of the BPDE-DNA adduct based on (A) PM5 and (B) HF/3-21G(d,p) methodologies. This model was excised from Perlow and Broyde (2005) to represent the recognition step of DNA repair, but it does not represent the DNA structure. The main point of difference is that significant changes in predicted H-bonding result from using various computational methods. H-bonding is difficult to describe accurately; and, although the HF method here may be more accurate than the PM5 method, HF calculations are generally not considered to be very accurate in regards to predicting H-bonding.
HF/3-21G(d,p) calculations can be seen in figure 2. The model system in figure 2 is not meant to represent the true configuration as presented in Perlow and Broyde (2001, 2002, 2003) because these components of the system have been removed from the overall DNA molecule. Consequently, the long-range constraints on the structure have been removed. Slicing of the model was performed to allow for full Hartree-Fock calculations on the entire model. Phosphorous atoms (magenta) on the left and right sides of the molecules in figure 2 have been frozen in place to help maintain a reasonable approximation to the structure within DNA. The structures were determined via energy minimization from the same starting geometry in each case. A number of differences exists between the two predicted structures, but the most important is the difference the H-bonding distance between the dCTP and the \( ^{10}H_{11001} \)-[BP]G. H-bonding is a key parameter determining the interaction of these two components, and it is typically a difficult interaction to account for in molecular modeling. This is true even in \textit{ab initio} methods, but it is especially true in molecular mechanics simulations. The need to study large biomolecular systems, such as contaminant-DNA adducts, while at the same time accurately reproducing subtle chemical effects, such as H-bonding, is one reason driving the development of hybrid quantum mechanical/molecular mechanical (QM/MM) methods (for example, Dapprich and others, 1999; Shoemaker and others, 1999).

\section*{Predictions of Degradation Mechanisms for PAHs}

A major question from this analysis of biochemical reactions that can be related to biogeochemistry is how does BPDE form? Metabolites can form within an organism, but can oxidation of BaP occur in the environment via microbes or abiotically? The first step in the transformation of BaP to BPDE (fig. 4) is the one-electron oxidation of BaP to form a radical cation (Cavalieri and Rogan, 1992). Each step of the process outlined in figure 4 could be modeled, but the first step is only considered here. The formation of the radical cation will depend on the ionization potential (IP) of the PAH with a cut-off value of approximately 710 kJ/mol (Cavalieri and others, 1983); hence, calculation of IPs is one key to determining whether or not this reaction will proceed.

The IP of a compound can be estimated via calculations on the ground-state of the molecule (that is, Koopman’s theorem); however, this method often overestimates IP because it does not take into account the relaxation of electrons around the radical cation that is produced. Consequently, estimates of the IP for BaP were calculated via two methods: (1) using the energy of the Highest-Occupied Molecular Orbital (HOMO) of the ground-state and (2) by the difference between the ground-state and the radical cation potential energies. The latter should be more accurate.

Examination of table 3 shows that the IPs calculated as the difference between the neutral ground state and the radical cation and those calculated based on the HOMO

\begin{table}[h]
\centering
\caption{Comparison of relative potential energies (kJ/mol) for four conformations of the benzo[a]pyrene diol epoxide in the gas-phase.}
\begin{tabular}{|c|c|c|c|c|}
\hline
Conformation & COMPASS & PM5 & B3LYP/6-31G(d) & MP2/6-31G(d) \[+1\] & MP2/6-31G(d) \\
\hline
anti-eq & +4 & +24 & 0 & 0 & 0 \\
anti-ax & +21 & +11 & +38 & +33 & +37 \\
syn-eq & 0 & +21 & +6 & +6 & +6 \\
syn-ax & +25 & 0 & +21 & +22 & +6 \\
\hline
\end{tabular}
\footnotesize{$\dagger$ = in B3LYP/6-31G(d) structure.}
\end{table}
Fig. 3. Structural differences are apparent between the semi-empirical (A) PM5 method and the \textit{ab initio} (B) B3LYP and (C) MP2 methods for predicting the structure of the stable \textit{anti}-equatorial conformer of BPDE.
energy level generally have large discrepancies. This error is well known, but it is illustrated here because HOMO-LUMO gaps have been used as indicators of phototoxicity (see below). The former method should be more accurate, but none of the methods presented here do a good job of reproducing the experimental value. Time-dependent density functional theory (TDDFT) may prove to be a reliable method for predicting IPs (Hirata and others, 2003). One cautionary note is that the IP values calculated with both methods in table 3 predict changes if the compound is in aqueous solution (B3LYP(aq) column). This calculation was performed with a polarized continuum method (IEFPCM—Cance ́s and others, 1997) and may actually underestimate the effect of the solvent because strong H-bonding effects are not explicitly accounted for using this approach.

Calculating Photo-excitations

A related phenomenon is the photo-excitations of PAHs (see Wernersson, 2003 for a recent review). Although excitation by visible and/or ultraviolet radiation also involves moving an electron out of the ground state configuration, the energy involved in phototoxicity is significantly less than that required to form a radical cation discussed above. The range of UV radiation energy is approximately 300 to 600 kJ/mol, so the energy available to produce a phototoxic effect reaches a maximum limit just below the energy range where radical cation formation begins to occur (table 3). However, this amount of energy is in the range of many bonds in organic contaminants (Schwarzenbach and others, 1993, p. 438).

Previous reports in the literature have used the calculated HOMO-LUMO gaps in the range of 700 kJ/mol (Mekenyan and others, 1994) and 850 kJ/mol (Dong and others, 2002) to predict phototoxicity effects. However, it is not possible for UV to excite electrons to these types of energy levels, so the correlations between the calculated HOMO-LUMO gap and observed toxicity effects are probably related to the formation of the radical cation and species such as the dihydrol intermediates examined in the section above. Consequently, one cannot invoke a direct photo-induced mechanism based on HOMO-LUMO gap energy greater than 600 kJ/mol, but indirect effects are possible if the photo-excited state is one step in the formation of the metabolic intermediate.

Electronic transitions are possible, of course, at the lower energies generated in the visible/UV part of the electromagnetic spectrum (visible 175 to ≈ 300 kJ/mol; Betowski and others, 2002). Indeed, the experimentally measured excitation energies for transferring electrons out of the ground state and forming two unpaired spins (3P*) or two excited electrons (1P*) is in the range of 175 to 300 kJ/mol (Schmidt, 1977). The carcinogenicity of a suite of PAHs was related to singlet excitations by

<table>
<thead>
<tr>
<th>Conformation</th>
<th>COMPASS</th>
<th>PM5</th>
<th>B3LYP*</th>
<th>B3LYP§</th>
</tr>
</thead>
<tbody>
<tr>
<td>anti-eq</td>
<td>0</td>
<td>+14</td>
<td>+9</td>
<td>0</td>
</tr>
<tr>
<td>anti-ax</td>
<td>+88</td>
<td>0</td>
<td>+37</td>
<td>+18</td>
</tr>
<tr>
<td>syn-eq</td>
<td>+63</td>
<td>+14</td>
<td>0</td>
<td>+7</td>
</tr>
<tr>
<td>syn-ax</td>
<td>+117</td>
<td>&lt;+1</td>
<td>+74</td>
<td>+24</td>
</tr>
</tbody>
</table>

*B3LYP/6-31G(d) gas-phase structure.
§Partially optimized B3LYP/6-31G(d)/IEFPCM structure.
Morgan and others (1977), so here the possibility of calculating these excitation energies will be discussed.

A relationship may exist between phototoxicity and IP or HOMO-LUMO gap that explains why the HOMO-LUMO gap can be used as a QSAR even though direct...
excitation by sunlight is not a possible mechanism of phototoxicity. This is because there is a strong linear correlation between IP and excitation energies, even though the former are approximately twice the magnitude of the latter (Schmidt, 1977). For example, although calculated HOMO-LUMO gap energies were at least a factor of two larger than the observed triplet excitation energies (Schmidt, 1977), a strong linear correlation existed between the two parameters (Kubicki and others, 1999).

Photo-excitation to the $1\text{P}^*$ (rather than forming a radical cation) state may be a step that facilitates oxidation by singlet oxygen for benzo[$a$]pyrene (Fasnacht and Blough, 2003) whether or not $3\text{P}^*$ makes a contribution depends on the lifetime of the more reactive $1\text{P}^*$ state (Fasnacht and Blough, 2003). See Schwarzenbach and others (1993, pp. 471-473) for a general description of indirect photolysis of organic compounds. The basic concept is that the excited PAH can excite $3\text{O}_2$ to the $1\text{O}_2$ state ($3\text{O}_2 \rightarrow 1\text{O}_2 \Delta E = 94 \text{kJ/mol}$) which then begins oxidation of the PAH to the more toxic metabolic intermediate (fig. 4C). Alternatively, hydroxylation of the PAH may be so exothermic that it induces formation of an excited state even when light is not present (Anderson, 1947). Because light does not penetrate inside an organism and metabolic intermediates form anyway (Grover, 1974), this mechanism should be considered a possibility in many instances.

These types of electronic excitations cannot be modeled with classical force fields, so molecular mechanics methods were not included in this component of the study. Semi-empirical (AM1), unrestricted Hartree-Fock (UHF/6-311+ +G(d,p)), hybrid molecular orbital/density functional theory (B3LYP/6-311+ +G(d,p)), Cl-singles (CIS/6-311G(d,p); see Gittins and others, 1996; Goodpaster and others, 1998; and Betowski and others, 2002 for previous calculations on benzo[$a$]pyrene and other PAHs), and TDDFT (Stratmann and others, 1998; Hirata and others, 2003) methods were employed to calculate the energy differences between the ground state for benzo[$a$]pyrene and the excited triplet and singlet states. Excitation energies estimated by each method are listed in table 4. The PM3, CIS, and TDDFT calculations predict vertical excitation energies (that is, the energy to move an electron from the ground state structure into the excited state). The HF and B3LYP values presented are for adiabatic excitation energies (that is, the energy difference between the ground state and excited state in their respective energy minima). Because the molecular structure

### Table 3

<table>
<thead>
<tr>
<th>Method</th>
<th>PM3</th>
<th>ZINDO</th>
<th>B3LYP</th>
<th>B3LYP(aq)*</th>
<th>MP2</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaP</td>
<td>-3971 kcal/mol</td>
<td>-12278 kcal/mol</td>
<td>-769.4138 H</td>
<td>-769.4190 H</td>
<td>-766.9432 H</td>
</tr>
<tr>
<td>BaP-</td>
<td>-3792 kcal/mol</td>
<td>-12169 kcal/mol</td>
<td>-769.1756 H</td>
<td>-769.2422 H</td>
<td>-766.6500 H</td>
</tr>
<tr>
<td>IP</td>
<td>749 kJ/mol</td>
<td>456 kJ/mol</td>
<td>625 kJ/mol</td>
<td>464 kJ/mol</td>
<td>770 kJ/mol</td>
</tr>
<tr>
<td>HOMO</td>
<td>1177 kJ/mol</td>
<td>973 kJ/mol</td>
<td>492 kJ/mol</td>
<td>478 kJ/mol</td>
<td>610 kJ/mol</td>
</tr>
</tbody>
</table>

Expt = 698 kJ/mol.
* = Gas-phase structure.
H = 1 Hartree = 2625.5 kJ/mol.
is expected to relax rapidly compared with the lifetime of the excited state, the latter should be theoretically more accurate compared to observation. The most reliable of the above methods is likely to be TDDFT (Cramer, 2002). See Cramer (2002) for a discussion.

Except for the Hartree-Fock method, all the calculations do a reasonable job of reproducing the triplet experimental excitation energies. The semi-empirical PM3 method (Stewart, 1989) is the most computationally efficient of these and can run within seconds on today’s PCs. Consequently, a huge number of PAHs can be screened for carcinogenicity before performing expensive in vivo experiments.

The most accurate of the methods is the TDDFT, and although computationally more expensive than semi-empirical methods, it is much more efficient than MP2 methods. The structure for the TDDFT calculations was that of benzo[a]pyrene in the ground state using the B3LYP/6-311G(d,p) method (that is, a vertical excitation was calculated). The B3LYP/6-311G(d,p) method appears to give a fairly accurate structure of benzo[a]pyrene because not only does the TDDFT method give an accurate prediction compared to experiment, but the CIS/6-311G(d,p) calculations become more accurate relevant to experiment compared to the CIS/6-311G(d,p) calculations based on the HF/6-311G(d,p) structure (see CIS1 versus CIS2 in table 4).

An important point to note is that the aqueous excitation energy is not significantly different than the gas-phase value. This prediction is consistent with the observation of Schmidt (1977) that photoelectron spectra of PAHs do not change more than 10 kJ/mol between the gas and aqueous phases. The reason for this is that water does not strongly interact with the electrons of these hydrophobic compounds. If this holds true for more compounds, it greatly simplifies the process of calculating excitation energies. One must be cautious, however, and realize that substituent effects may change this behavior if the modifications make the compound more hydrophilic (for example, if polar functional groups are added).

Morgan and others (1977) observed that PAH compounds were approximately 23 times more likely to be carcinogenic if their singlet excitation energies fell within the range 297 to 310 kJ/mol. However, there was no significant correlation between carcinogenicity and the triplet excitation energy. Consequently, effort should focus on computing singlet excitation energies and possible reactions that may occur from this state. For example, as mentioned above, if figure 4B is in a $^1P^*$ state, then the addition of an O atom to form the epoxide is facilitated because the $^3O_2$ molecule can readily be excited to $^1O_2$ then dissociate to add an O to the BaP. This is a key point, because if we
want to model the photo- or biodegradation process, then we must model the molecular and electronic structures in the excited states. Calculating vertical transitions with methods such as PM3 or TDDFT will be useful for selecting which compounds will be excited, but these vertical transition calculations cannot be used directly to model the reaction mechanisms associated with oxidation.

If radical cations are already formed, then their electronic transitions will be lower in energy compared to the ground state and readily excited by visible light. Hirata and others (2003) calculated a value of +86 kJ/mol for this $\pi$-$\pi^*$ transition using TDDFT as compared to the experimental value of +92 kJ/mol (Shida, 1988). The maximum experimental value for an electronic transition in the radical cation of benzo[\text{a}]pyrene is less than 210 kJ/mol (Khan, 1989). However, this requires that the radical cation form by some other mechanism before the phototoxicity effect can occur. This step would have the highest activation energy in the overall process and would therefore be the rate-limiting step of interest, not the photo-excitation.

Modeling Interactions of Organic Compounds with Soot and Mineral Surfaces

Studies such as those by McGroddy and Farrington (1995) and Gustafsson and others (1997) have demonstrated that interactions of PAHs with sediments can greatly extend the persistence of these pollutants in the environment. These associations may begin with formation of the soot particle in the atmosphere (Dobbins and others, 1995) and affect the photochemistry of the PAH in the atmosphere (Behymer and Hites, 1985; Tancell and others, 1995). Experimental work has shown that PAH/soot partition coefficients, $K_{oc}$, can be significantly higher than “normal” $K_{oc}$ values (Bucheli and Gustafsson, 2000). Determining interaction mechanisms in these systems can be problematic because of the similarity between the soot and PAH (that is, both are highly aromatic carbonaceous materials). Furthermore, conducting equilibrium partitioning experiments can be expensive and time-consuming in the laboratory (on the order of months; Bucheli and Gustafsson, 2000).

Molecular modeling techniques can be used to address both of these problems. First, details of the molecular structure are always known in the simulations, and it is trivial to distinguish different molecules in the virtual realm (fig. 5). Hence, interaction mechanisms can be readily obtained from the molecular simulation as long as we verify that the simulations are accurate compared to experimental data. Second, computational methods can be developed that allow for rapid (on the order of 1 hour) estimation of the $K_{oc}$ values. Screening times can be decreased dramatically as more computer power is used, so time and resource savings can be even larger.

Another advantage of the modeling approach is that some experimental limitations are lifted. For instance, compounds such as benzene have high volatilities, which make them difficult to work with in the laboratory when one is attempting to accurately derive aqueous/soot partitioning behavior. If a significant amount of the compound evaporates, then analytical accuracy decreases. On the other end of the spectrum, aqueous solubilities of some compounds may be so low that it is difficult to accurately measure how much is in solution at the end of a partitioning experiment. Neither of these real world issues is a problem for computer modeling of interaction energies.

Classical molecular simulations were performed in order to generate possible configurations for BaP sorbed onto soot (fig. 5). Based on a model for hexane soot derived by Smith and coworkers (Akhter and others, 1985; Smith and Chughtai, 1995), the formation of soot in the presence of BaP was modeled using the COMPASS force field (Sun, 1998) in Cerius² (Accelrys, Inc.). The choice of model system is the most important aspect of generating useful simulation results, so selecting a model soot structure based on extensive experimental data is critical. Equal in importance is the selection of a force field that adequately describes bonded and longer range interactions in the system of interest. The COMPASS (Sun, 1998) force field was derived by
fitting parameters to \textit{ab initio} results and experimental data on condensed systems, so it is capable of producing realistic results for PAHs and soot (Kubicki, 2000).

The model system results after 100,000 times steps (100 ps) of molecular dynamics simulation shows two types of BaP interactions with the hexane soot. First, BaP is adsorbed onto the aromatic surfaces of the soot nanoparticle (\textasciitilde5 nm diameter). This BaP would be available to partition back into the water according to the $K_{sp}$. If a PAH were adsorbed onto a soot particle in a soil or sediment from the pore water, then this is the most likely mechanism of interaction. Second, BaP can be absorbed within the soot particle. Because the soot was modeled from an initially open state based on PAH-like fragments, this simulation represents what may occur as a soot particle condenses out of a flame (Dobbins and others, 1995; Reddy and others, 2002). In this case, the BaP will be more strongly sequestered and may never even see water in the hydrophobic micro-domain within the soot particle. Actual soot particles are on the order of 20 nm to 1 \textmu m (Palotas and others, 1996), so long-term sequestration and near zero bioavailability are likely results of this second type of interaction.

In order to help verify the results of these classical simulations, \textit{ab initio} calculations were performed on sub-systems derived from the larger scale simulations. Pairs of PAHs with a model aromatic soot fragment (in actuality, the PAH coronene) were

Fig. 5. (A) Model structure of a hexane soot taken from Akhter and others (1985) with four BaP molecules added in yellow. This structure represents an energy minimization procedure carried out in Cerius$^2$ (Accelrys, Inc.) using the COMPASS force field (Sun, 1998).
generated using energy minimizations and the COMPASS force field. The adsorption energies, $\Delta E_{\text{ads}}$, were calculated within Gaussian 03 (Frisch and others, 2003) using the MP2/6-31G(d) method. The $\Delta E_{\text{ads}}$ was considered to be the difference between the

Fig. 5. (B) The same system illustrated in figure 5A after 100 ps MD simulation at 300 K within an N-V-T ensemble. The model soot particle has condensed to maximize $\pi-\pi$ interactions between soot fragments, and the BaP molecules are strongly associated both outside and inside the model soot.
energy of the PAH-soot pair and the isolated PAH and soot molecules. In this manner, just the interaction energy is estimated. Previous simulations suggested that \( \pi-\pi \) interactions controlled adsorption of PAHs onto soot (Marzec, 2000; Kubicki, 2000), so more accurate \textit{ab initio} calculations of the interaction energies in this configuration should correlate with the observed \( K_{sc} \) values if the predicted mechanism were accurate.

Figure 6 is a correlation between the \( \Delta E_{ads} \) of four PAHs (naphthalene, fluorene, phenanthrene, and pyrene) and the observed \( \log(K_{sc}) \) values (Bucheli and Gustafsson, 2000). The fact that the correlation is excellent suggests that the mechanism is correct and that the MP2/6-31G(d) method does an adequate job of representing the PAH-soot \( \pi-\pi \) interactions. Three other \( \log(K_{sc}) \) values are predicted for benzene, anthracene, and fluoranthene. These predictions could be tested by experiments similar to those presented in Bucheli and Gustafsson (2000). Relatively strong \( \pi-\pi \) interactions between PAHs and soot or aromatic components of NOM are likely to be the reason for the correlation between persistence and the “hardness” of NOM (Huang and Weber, 1997).

\textit{Chemistry of Metabolic Intermediates}

Transformations of organic contaminants into metabolic intermediates can change the original chemical properties a great deal. One possibility is that the metabolic intermediate can be incorporated into the humic matter in a soil (Richnow and others, 1993). Partial oxidation of BaP can form catecholate species (fig. 7A–see Penning,
1993 for a review). Such a transformation is common among PAHs and will lead to a dramatic decrease in the octanol-water partitioning coefficient, $K_{ow}$, which controls the transport in aqueous solutions and bioaccumulation of compounds. For example, the calculated dipole moment of BaP is approximately 0 in this study whereas that of the catecholate derivative is $\approx 2.7$ Debye (B3LYP/6-31G(d) structure and electron density). Consequently, the aqueous solubility of the metabolic intermediate will increase, transport of the new compound will be sped up, and the toxicity may change for the better or worse depending on the compound.

Fig. 7. (A) Model of BaP catecholate complex which was used to estimate the dipole moment of this possible breakdown product of Bap. (B) Energy minimized structure of a BaP catecholate-Si complex that could form in solution or on mineral surfaces as the breakdown product of the BaP becomes more reactive. Both models generated using B3LYP/6-31G(d) in Gaussian 03 (Frisch and others, 2003).
A systematic study should be conducted to derive parameters such as the dipole moments and hydrophobic surface areas of hydrophobic organic contaminants and their metabolic intermediates for comparison with experiment aqueous solubilitites, K_{sw}, and toxicities. Such a database would allow rapid prediction of environmental changes induced by partial biodegradation of organic pollutants.

**BaP_Cat-Si**

Another issue with forming metabolic intermediates, such as the BaP catecholate species in figure 7B, is that the new compounds may be able to complex with aqueous and mineral surface species. For instance, catechol is known to strongly complex with Si^{4+} (Iler, 1979) which is nearly ubiquitous in natural waters, soils and sediments because Si is the most abundant cation in the Earth’s crust. Molecular orbital calculations demonstrate an example of a potential BaP catecholate-Si complex (fig. 7B). Such reactions may occur in solution or on silicate mineral surfaces; thus, the mobility and toxicity of the metabolic intermediate will be affected. Furthermore, attempts to completely mineralize the original compound may be frustrated in the field, if the complex is incapable of being metabolized by microorganisms.

**SUMMARY AND FUTURE DIRECTIONS**

Any technique has limitations and disadvantages, but computational chemistry enjoys a rare position in that computer speed is growing at a rapid rate. Consequently, even without the progress in algorithms and software that is occurring simultaneously, the realm of possible studies expands regularly and higher levels of accuracy can be achieved with equal or less investment of time and money. Computational chemistry works best in complex systems when there is close collaboration between the experimentalists and modelers. Often, too many simplifications are included in a model system and the essence of the chemical problem is lost. In addition, we are never likely to be able to predict all the possible bio- and geochemistry that may occur in the environment, so field and laboratory studies must help us select which problems to work on.

The number of problems in biogeochemistry that can be approached with computational techniques is almost limitless, so this should be an area of growth for the foreseeable future. Examination of excited state chemistry, metabolic intermediates, reaction mechanisms and trace compound interactions will be a few areas that deserve special attention because they are important and have been relatively neglected. Systems where a trace concentration of a reactive species controls reaction kinetics are commonly problematic to study experimentally because these compounds are difficult to identify and detect with spectroscopic methods. However, if reaction mechanisms can be constrained by wet chemical studies and spectroscopy, then computational chemistry may be able to help fill in the gaps of our understanding in many instances in the future.
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